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Preface 

In Raddr Resolution and Complex-Image Analysis, published by Artech House 
in 1996, we maintained that one cannot extract enough information from 
radar intensity images of man-made targets to solve problems that require 
high resolution, such as target detection in a poor environment and target 
identification. T o  solve these problems in an operational sense (using a fully 
automated processor with reliable performance in a large database), it is nec- 
essary to analyze the complex image, utilizing the phase of the image in addi- 
tion to the intensity. Another important point we made is that man-made 
targets cannot be mathematically modeled with sufficient realism that one 
can base processing algorithms on mathematical target models. We  treated 
the fundamentals of the technology of extracting information from complex 
images, or complex processor outputs in general, by what may be called an 
expert system approach. 

The technology of complex-image analysis is so radically different from 
conventional processing methods that its practical application is not readily 
apparent once one is familiar with the basics. For this reason we decided to 
publish a second book focusing on the application of the new technology 
to target identification. The new technology is difficult to apply because - 
it replaces mathematically-based processing methods with an expert system 
approach that uses pattern recognition or interpretation. One needs a back- 
ground in mathematics in order to understand conventional radar signal 
processing methods. In contrast, with complex-image analysis, one must 
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perform functions such as the interpretation of amplitude and phase pat- 
terns. Applying complex-image analysis requires insight, which we hope to 
provide in this book, but also extensive interactive software. This software is 
available in CRISP: Complex Radar Image and Signal Processing - Software 
and User? Manual, published by Artech House, 2000. 

The reader may wonder why none of the practical applications treated 
in this book, and in fact very little on complex-image analysis technology 
in general, has been published in scientific and technical journals. We 
attempted to do so, but encountered strong resistance. In response to one 
reviewer's concern that our approach does not reflect the consensus of the 
radar community, we reply that technical journals should not only publish 
material on which a consensus already exists. As another example, when we 
claimed that mathematical modeling of a target does not approximate a real 
target sufficiently well to serve as a basis for processing algorithms, we were 
told that because real data are too diverse, one must use mathematical model- 
ing. Such comments made it clear that we would have to seek out a different 
vehicle to publish our findings on the new technology. 

The development of a technology that depends on extensive interactive 
computer software requires capital. While we had a variety of sponsors, the 
technology could not have been sufficiently developed were it not for 
Mr. James K. Hall and Dr. William J. Miceli, both with the Office of Naval 
Research. The former allowed us to develop the technology to a useful state; 
the latter is responsible for the breadth of applications. Without them there 
would be no technology of complex-image analysis. We also must acknowl- 
edge the indirect benefits we derived from working for White Sands Missile 
Range, on projects managed by Mr. Elwin C. Nunn. Lastly, there is little 
one can do in this field without capable interactive software, and that was 
developed by Dr. Richard L. Mitchell and Mr. Robert H. Mitchell of MARK 
Resources. 

The processing algorithms discussed in this book do not lend them- 
selves to a conventional presentation; more figures and fewer equations are 
required. We thank Dr. David K. Barton, radar editor of Artech House, for 
working through the details of the manuscript and providing innumerable 
and valuable suggestions for improving the presentation and organization. 
We also thank Ms. Bea C. Felix for effectively handling the secretarial 
demands associated with preparing this book. 



Introduction 

The decades after World War I1 saw the development of radar hardware 
so capable that (at least for stationary targets) it is now possible to generate 
high-quality two-dimensional images in which the rangelcrossrange resolu- 
tion cells are much smaller than the targets. The most obvious application 
of this capability is target identification, but there are other applications in 
which the resolution of individual features on a target is extremely helpful or 
even necessary. However, despite the availability of excellent hardware, the 
development of operational systems that fully utilize this hardware has not 
met with much success. The main reason for this is that signal processing 
has been based on the conventional resolution theory. Since this is a theory 
for point targets, it no longer applies to man-made targets that are highly 
resolved. 

There is a second reason for the failure of conventional signal- 
processing methods with respect to systems development. It has been 
customary to consider microwave radar as a kind of extension of an (nonco- 
herent) optical system, even though radar is a coherent system. From the 
beginnings of radar resolution theory, resolution itself was wrongly defined 
on the basis of the intensity outputs from the processor, the criterion for 
resolution being that two targets generate two recognizable responses. Then 
it is natural to approach target identification by generating an intensity 
image of a target, and attempting to extract information from the positions 
of the response peaks. This can work satisfactorily only if the target can be 

xvii 



xviii Theory and Practice of Radar Target Identification 

modeled by a set of point scatterers in fixed positions on the target, and if 
resolution is so high that every major scatterer generates a well-resolved peak. 
Neither requirement is met in practice. 

The difference between the backscattering behavior of man-made tar- 
gets at optical wavelengths and at radar wavelengths is so drastic that optics 
cannot provide guidance for radar, if the full potential of radar is to be real- 
ized. At optical wavelengths, the surfaces of a man-made target are rough 
scatterers, and hence every part of the target backscatters with more or less 
the same intensity. With sufficiently high angular resolution, an optical 
image thus shows the overall shape of the target and the positions and shapes 
of its individual features. Importantly, at optical wavelengths a target rarely 
generates highlights and spurious responses. 

At radar wavelengths, a man-made target backscatters coherently. Dif- 
ferent parts of such a target backscatter with grossly different intensities. 
O n  one hand, we have a variety of discontinuities that backscatter weakly 
because they are small, and smooth surfaces that backscatter weakly because 
by far most of the incident wave is reflected in directions away from the 
radar. O n  the other hand, we have regular and irregular corners and cavities 
that tend to trap the incident wave and backscatter with much higher inten- 
sities. They behave much like trihedral corner reflectors, though with less 
efficiency. The positions and characteristics of these wave-trapping features 
are a necessary ingredient for target identification, whereas the lower-level 
background is useless. It is much like a speckle pattern that is too crude to 
define feature shapes. Unless we design radar and signal-processing methods 
to utilize these dominant (in the image) features, we cannot reliably identify 
in a large database. 

T o  make matters worse, the wave-trapping features have loosely 
defined positions because, by their nature, they are extended. For radar pur- 
poses, their positions are defined by their phase centers, the points from 
which the backscattered signal appears to emanate. Since these features are 
not shaped like ideal trihedrals, why should their phase centers remain at the 
same positions over the aspect angle sector and the bandwidth used for imag- 
ing? In fact, the phase centers do not remain fixed; the question is merely 
how much they move over the aspect angle utilized for crossrange resolution 
and the frequency band used for range resolution. When the effect is present 
but small, a response might be slightly widened and shifted in its position. In 
worse cases, we find an entire set of spurious responses instead of a single 
response, with the spurious responses close to the position of the scatterer. In 
the worst cases, the spurious responses spread much beyond the position of 
the scatterer. Radar wavelength and resolution must be chosen so that these 
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effects are small enough. In addition to the spurious responses associated 
with the wave-trapping features, there are more readily understood spurious 
responses, such as the multiple delayed returns from aircraft engines and 
engine ducts, or the Doppler-spread responses from rotating devices. 

Conventional signal processing, derived from a definition of resolution 
based on the intensity output, discards the phase of the processor output and 
thereby sacrifices half the resolution potential. This is unacceptable. High 
range resolution is expensive, and high crossrange resolution introduces a 
variety of problems, from dwell-time requirements to difficulties with the 
motion compensation. In practice, for a given bandwidth and dwell time, we 
cannot afford to sacrifice resolution performance. Resolution was originally 
defined, explicitly or implicitly, as the half-power width of the point-target 
response (ambiguity function) of the system, but this definition does not d o  
justice to the fundamental resolution capability of radar. Two responses may 
overlap to such a degree that they generate only a single peak, and yet we 
may recognize the presence of two scatterers and measure their positions. 
The resolution potential of radar can be realized only by analyzing complex 
responses, intensity and phase. If this is done on the basis of a mathematical 
target model, we arrive at the superresolution techniques, which primarily 
recover the factor of two lost in resolution when the phase of the processor 
output is discarded. If it is done without such a model, which must be the 
case if the method is to work on real targets, we arrive at the methods of 
complex-image analysis. 

The imaging process itself requires rethinking. As an example, consider 
imaging of an aircraft. The radar collects a set of range profiles. Before these 
range profiles can be processed into an image, we must compensate for the 
aircraft motion. We use some form of range compensation, which is crude 
because it is based on the signal bandwidth, followed by some Doppler com- 
pensation. The latter improves the motion compensation because it is based 
on the wavelength. The aircraft may move smoothly, or it may execute per- 
haps inadvertent yaw motions, or there may be a stronger motion distur- 
bance due to atmospheric turbulence or an intentional maneuver. If the 
motion happens to be smooth over the imaging interval, we will obtain an 
image in which the scatterer responses are well compressed ("focused"), so 
that scatterer positions and other information can be extracted. If the motion 
is not perfectly smooth, the compensation may be inadequate for this pur- 
pose. Scatterers may drift through range cells, entirely preventing meaningful 
Doppler measurements. Smaller drifts within a range cell introduce nonlin- 
ear phase functions, which shift and distort the responses. This is not admis- 
sible if the image is to be used to identify the aircraft in a large database. 



xx Theory and Practice of Radar Target Identification 

The point is that we cannot apply a specific motion compensation pro- 
cedure and blindly assume that it has worked satisfactorily. We must check 
how well it has worked, and if necessary correct it. This must be done 
automatically in an operational system. The processor also must determine 
whether a satisfactory motion compensation can even be performed over the 
chosen imaging interval, and perhaps select a subinterval within which the 
aircraft motion is more benign. All of this means that there cannot be a fixed 
motion compensation algorithm, or a fixed identification procedure. The 
processor must determine what the target is doing, choose the approach 
accordingly, and check whether or not each processing step is successful, 
before deciding on the next step. In other words, the processing procedure 
that eventually leads to the identification of the target must be adaptive. 

When one considers the poor backscattering behavior of man-made 
targets at radar frequencies, the need to utilize the complex image rather than 
only the intensity image, and the absolute necessity for adaptive processing, 
it is clear why conventional approaches to target identification have not 
worked and cannot work. This understanding led us to the development of 
the complex-image analysis technology, which amounts to an expert system 
approach. It is not as elegant and straightforward a process as writing mathe- 
matical equations and programming a computer to solve them, but it works 
for real targets rather than mathematical target models. One can write 
mathematical equations only if one has a mathematical model of the target. 
As we have found from the analysis of innumerable images of a large variety 
of targets, mathematical modeling with sufficient realism is not possible, at 
least not when such a difficult problem as target identification is to be solved 
in an operational sense. Hence, mathematical equations cannot serve as the 
basis for the development of algorithms that are to work on man-made tar- 
gets with the complexity of ground vehicles, aircraft, and ships. 

The most severe impact on processing comes from the unworkability 
of mathematical modeling of targets. This implies that one must develop 
algorithms empirically, using real data from representative targets, which 
amounts to correctly selecting responses for analysis and interpreting ampli- 
tude and phase functions of the responses. After developing the algorithms to 
a point where satisfactory performance is obtained, they must be automated 
in a separate step. This is an expert system approach. It is not easy work, but 
radar problems involving highly resolved man-made targets are not easy. 

We should point out that the complex-image analysis technology does 
not completely forgo mathematical modeling and (simple) equations. In 
order to implement resolution in accordance with the basic limits, we win- 
dow image responses so that they are generated by either a single scatterer or 
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by two scatterers. These responses are modeled by two interfering point scat- 
terers. However, aside from the simplicity of this target model, before any 
measurement based on it is accepted, we check the validity of the model and 
assign a measurement uncertainty that depends on how well the real situa- 
tion approximates the model. This is very different from modeling an entire 
target as a set of fixed point scatterers (or using a more complicated model), 
writing mathematical equations based on this model, and simply accepting 
the results of the processor. It is the difference between a method that works 
in practice and one that does not. 

With this book, we explain in considerable detail how the methods of 
complex-image analysis can be used to solve the problems that have resisted 
practical solution for so long. We chose the important task of target identifi- 
cation for this demonstration, considering the difficult problems of identi- 
fying aircraft, gound vehicles, and ships, with an indication of how these 
methods can be applied to missiles, rockets, and satellites. Our objective is to 
concentrate on the measurements that provide the inputs for target identifi- 
cation. We are brief on the actual identification process, the comparison of 
the measured data with the database, because an adequate literature already 
exists on the topic. We also do not discuss the automation of the measure- 
ment algorithms in great detail, because there is a wider latitude in the meth- 
ods of automation than in the measurement algorithms; the automation of 
the algorithms is more straightforward than their development. In essence, 
one must automate the analyses of responses and their transforms as illus- 
trated throughout the book. We note that the measurements discussed 
herein have in large part been automated, with the automated software pro- 
viding a performance that approximates that of an analyst sufficiently well. 





Target Identification. Measurement 
Requirements. and Algorithms 

In this introductory chapter, we provide the background for two- 
dimensional target imaging and identification, including a summary of the 
most essential material from [I]. The summary is intended as an overview; 
important topics of this introductory discussion will be treated later in more 
detail. 

1 .I Background 

1.1.1 Two-Dimensional Target Imaging and Complex-Image Analysis 

An imaging radar transmits a sequence of high-bandwidth signals at a pulse- 
repetition frequency that must be somewhat higher than the Doppler spread 
of the target. Ideally, the transmitted signals ate constant-carrier pulses with 
a duration corresponding to the desired range resolution. Because of peak 
power limitations of radar transmitters, the signals are usually pulse- 
compression waveforms such as linear FM pulses, pulses with linear fre- 
quency stepping, or phase shift codes. Upon reception, the transmitted wave- 
form is compressed into a spike with a duration of about the reciprocal of the 
bandwidth, with some energy remaining outside the compressed response in 
the form of range sidelobes. For imaging purposes these range sidelobes 
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should be as low as possible, at least as low as -30 dB. Since the chosen wave- 
form is primarily a matter of convenient hardware implementation, in this 
discussion we will assume that the radar transmits a sequence of short 
constant-carrier pulses. For each transmitted pulse, the receiver obtains 
responses from the illuminated scatterers in the range gates spanning the tar- 
get. This set of generally interfering responses is the so-called range profile of 
the target. Although the range profile is a complex function, only the inten- 
sity range profile has been used with conventional processing. 

The short pulse provides the desired range resolution, but we also need 
Doppler or crossrange resolution. Doppler resolution is obtained by coher- 
ently integrating the sequence of pulses. Simultaneous range and Doppler 
resolution, or imaging, is possible only if two (not independent) require- 
ments are met. First, each scatterer on the target must remain in the same 
range cell for the entire integration time. Second, the Doppler of each scat- 
terer must be constant over the integration time. In order to meet these 
requirements, the received range profiles are first stored and delayed relative 
to one another so that the responses from a specific scatterer all appear to 
have arrived with the same delay. This is referred to as the alignment of the 
range profiles. Next, one measures the Doppler variations of the scatterers 
over the coherent processing time and removes them from the data. If the 
target spans many range cells and crossrange resolution is to be high, the tar- 
get rotation (about one scatterer fixed in a range gate) needed for crossrange 
resolution may cause other scatterers to drift through their range gates. 
Removal of this drift requires a separate processing step. 

The imaging process for an arbitrary transmitted waveform is shown in 
the flowchart in Figure 1.1. The pulse compression of the received data gen- 
erates the short pulses needed for range resolution. The motion compensa- 
tion of the target, consisting of range alignment followed by Doppler 
compensation, allows Doppler resolution to be obtained by coherent integra- 
tion. However, in practice it is not possible to compensate for arbitrary target 
motion. As we demonstrate in detail below, one must determine the quality of 
compensation possible for a given data interval and, ifthat quality is insuficient 
for the measurements to be peformed on an image, choose a reduced imaging 
interval over which the quality is adequae. This is a key point for generating 
good images: rather than proceeding with a poor motion compensation to 
achieve some specified nominal crossrange resolution, we must reduce the 
imaging interval and nominal crossrange resolution. In order to determine 
whether the imaging interval must be reduced, one must attempt to track 
and compensate individual scatterers spanning the target. If such individual 
scatterer tracking and compensating yields scatterers that drift by only a small 



Target Identzjkation, Measurement Requirements, and Algorithms 3 

M waveforms at constant 
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v 

I Pulse compression I 
M complex range profiles 

Range alignment (remove range drift) 

Reduce imaging 

Check for scatterers (spanning target) with 
acceptable tracks over imaging interval 
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I 
Choose imaging interval of smooth motion (decrease MI. 
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Figure 1.1 Flowchart for image generation. 
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fraction of a range gate over the imaging interval, the tracking is of sufficient 
quality to proceed with the motion compensation of the target. Otherwise, 
the imaging interval must be reduced, and the new interval must be evalu- 
ated in the same manner. 

Having determined that individual scatterer tracks have acceptable 
quality, one may still need to reduce the imaging interval. Imaging over any 
sharp change in target motion, which will be evident from the scatterer 
tracks, must be avoided. Sharp changes produce pseudoperiodic errors in the 
process of fitting to the measured motion, and the consequent compensation 
errors can generate unacceptably high Doppler or crossrange sidelobes. Imag- 
ing must be restricted to an interval of smooth motion. With this restriction, 
the best-tracked scatterer is used to compensate the entire target. After com- 
pensation, the target effectively rotates about the compensated scatterer, at a 
(not necessarily uniform) rate that can be derived from the tracks of the other 
scatterers. If the rotation angle changes unevenly from pulse to pulse, the 
other scatterers will have nonconstant Dopplers and their image responses 
will be defocused. This can be corrected if one resamples the data (in time) so 
that the rotation angle changes uniformly; that is, by a constant amount from 
pulse to pulse. If the total rotation angle is small enough so that no scatterer 
drifts through a significant fraction of a range gate, the complex image can be 
generated by a fast Fourier transform (FFT) of the compensated data. Other- 
wise, polar reformatting [2] is required. 

1.1.2 Intensity Images Versus Complex Images 

When the constantfalse-ahm-rate (CFAR) algorithm for the detection of a 
point target in white Gaussian noise was developed, it was found that the 
optimum detection procedure consists of discarding the phase by envelope 
detecting the receiver output, and then using a detection threshold on the 
intensity output. The phase of the receiver output thus was determined to be 
useless for this purpose. Even in applications other than target detection, it 
became an established practice to discard the phase of the receiver output 
and utilize only the intensity output. This method was carried over from the 
detection of a point target to the resolution of two point targets. Resolution 
was formulated in terms of the so-called ambiguity function [3], which is the 
point-target response of the transmitted radar signal. However, as with the 
detection of a point target, resolution was formulated in terms of the enve- 
lope of the point-target response, discarding the phase. 

With the utilization of just the intensity output, it was logical to define 
resolution as the closest separation of two equally strong scatterers that yields 
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two response peaks rather than only a single peak. This minimum separation 
depends on the phase between the two scatterers, which would make the 
definition of resolution phase-dependent. Nevertheless, in an average sense 
we observe two response peaks from two equally strong scatterers when the 
minimum separation is about equal to the half-power width of the response. 

Hence, the resolution cell came to be defined as the half-power width of the 
point-target response of the system. Since a signal with a bandwidth B has a 
point-target response with a half-power width of about 1/B, it was concluded 
that resolution in range delay is about 1/B. Similarly, since a signal with a 
duration T has a point-target response with a half-power width of 11 T, it 
was stated that Doppler resolution is about 11 T. This definition of resolution 
implies that any processing which increases the half-power width of the 
point-target response degrades resolution performance in proportion to 
the widening. Since the necessary weighting for sidelobe suppression widens 
the point-target response, weighting was said to degrade resolution. 

The above standard definition of resolution would be meaningful if the 
task of the radar were to count the number of targets, or scatterers on a tar- - 

get, by counting the number of response peaks. In most practical situations, 
however, one also must measure the range and Doppler of the target or of 
each scatterer. A definition of resolution that does not include this require- 
ment is practically meaningless. Now, when we ask how far two point targets 
must be separated in order that one can measure their ranges or Dopplers 
with reasonable accuracy (a fraction of the width of the point-target 
response), the minimum allowable separation turns out to be about 2 /B and 
21 T [ I ,  41. This conclusion is in conflict with the general statement that 
radar resolution in range delay is 1 /Band resolution in Doppler is 11 7: 

Various workers in the field have recognized the problem that the stan- 
dard definition of resolution does not take into account the need for measur- 
ing range and Doppler of the (resolved) targets. An investigation of this point 
leads to the conclusion that the difficulty lies with the common procedure of 
envelope detecting the receiver output [4]. The phase of the receiver output 
may be useless for the detection of a point target, but it carries essential infor- 
mation for the resolution of multiple targets. Use of the complex receiver 
output instead of the intensity output permits resolving scatterers separated 
by 11 B or 11 T, in the sense that sufficiently accurate measurements of range 
or Doppler can be performed. Thus, even when the need for accurate range 
or Doppler measurements is taken into account, the inherent resolution per- 
formance ofrdddr is indeed I/B and I /T,  but i n  order to realize this resolution 
performance we must utilize the complex processor output, not just the intensity 
output. If a target is resolved, one can measure its range and Doppler to a 
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small fraction of the resolution cell sizes in the two coordinates, but this 
requires use of the correct processing procedure. 

When the intensity image is used instead of the complex image, resolu- 
tion is degraded by a factor of about two from the inherent resolution per- 
formance of radar, both in range and crossrange. As we will discuss in more 
detail below, such a degradation is unacceptable in practice. Higher range 
resolution in order to offset this degradation is costly to implement, and 
may lead to spurious responses when the range resolution cell is smaller than 
the range extent of the scatterer. Higher crossrange resolution to offset the 
degradation may not be achievable on moving targets. The unacceptable 
degradation of resolution with intensity images is one of the reasons for the 
development of the complex-image analysis technology-. The second reason 
relates to the complicated backscattering behavior of man-made targets, 
which does not allow us to utilize the complex receiver output via 
mathematically-based target models. 

1.1.3 Backscattering Behavior of Man-Made Targets 

If we want to formulate a viable approach to automated reliable identifica- 
tion of man-made targets, we must first understand their backscattering 
behavior. The foundation of the conventional signal-processing methods is 
the conventional resolution theory, which is a resolution theory for point tar- 
gets. This has important implications. 

If the point-target theory is to apply to imaging and identification of 
man-made targets such as aircraft, ground vehicles, and ships, it must be pos- 
sible to model such targets as sets of point scatterers. This is not the only 
requirement. Even in the simplest case of a rigid target, the motion of the tar- 
get is utilized to determine the crossrange positions of the scatterers. In order 
for this to be valid, the positions of the scatterers must not shift when the 
aspect angle changes during the imaging process. Similarly, the positions of 
the scatterers must not vary with frequency, at least not over the bandwidth 
of the signal. Hence, the conventional resolution theory is appropriate for 
radar imaging of man-made targets only if they can be modeled by sets 
of point scatterers in fixed positions on the targets. One need not study the 
problem in great detail in order to conclude that these conditions are not met 
by man-made targets. If they were, then the backscattering would be much 
like that at optical wavelengths. The intensity image would be a version 
of the optical image, except with the coordinates of range and crossrange 
instead of azimuth and elevation angle. Such an image would give an 
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excellent reproduction of the shape of the target. The fact is that radar images 
do not look like that; hence the model must be wrong. 

More complicated target models have utilized so-called primitives, such 
as flat plates, trihedrals, dihedrals, spheres, cylinders, and so forth. Again, 
images produced with such target models look vastly better to the eye than 
the images of real targets, and allow easy identification, in contrast to real 
images. Again, the conclusion must be that such a model is still inappropri- 
ate. One can further increase the complexity of a target model by attempting 
to use electromagnetic (EM) theory to describe the backscattering of the fea- 
tures on real targets. However, it is questionable whether the complicated 
features on real targets, other than perhaps for simple targets such as missiles, 
can be mathematically modeled to the required fidelity. The avenue we 
have pursued is to use the methods of complex-image analysis technology to 
examine a large variery of target images for different aspect angles, with the 
targets stationary or moving, having a smooth motion or different degrees of 
erratic motion, and so forth. These extended investigations have led to an 
insight into the backscattering behavior of real targets, with the following 
conclusions. 

Man-made targets of the complexity of aircraft, ground vehicles, and 
ships have two types of scatterer. First, there are a large number of disconti- 
nuities that act as fixed point scatterers. They produce a quasi-optical image, 
but at a low level. Second, there are the scatterers with shapes that tend t-o 
trap the incident wave, such as regular and irregular corners or cavities. At 
the short wavelengths needed for imaging, these wave-trapping features gen- 
erate returns much stronger than those from the point scatterers: so strong, 
in fact, that they obscure the underlying quasi-optical image from the weak 
point scatterers. The returns fiom the wave-trappingfedtures are the only target 
returns that can be reliably observed, so that identtfication must necessarily be 
based on them. Our experience shows that the number of these scatterers is 
fairly small. Depending on the type of target and its aspect angle, we genet- 
ally observe on the order of 20 such scatterers, perhaps up to about 30 in 
some cases (large ships may have many more). This is discussed further in 
Appendix H. 

The fict that the observable scatterers are extendedfedtures, rather than 
point scatterers, has undesirable consequences. Cavity-like features and irregular 
corners have complicated backscattering properties. Radar imaging is based 
on the assumption that the observable scatterers are in fixed positions on the 
target, so that their motions are determined by the target as a whole. How- - 

ever, what is the position of an extended feature? For radar purposes, we can 
define a phase center from which the return appears to emanate. If this phase 
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center did not shift with aspect angle (over the aspect angle sector used for 
crossrange resolution) or with frequency (over the bandwidth of the signal), 
the image would be almost quasi-optical in that single responses would 
appear at the true rangelcrossrange positions of each scatterer. The number 
of responses would be very much smaller than in a photograph, so that the 
shape of the target still would not be as well defined. However, the phase 
center of an extended wave-trapping feature may shift with aspect angle and 
sometimes also with frequency. This phase-center shifting must necessarily 
have an effect on imaging. 

Conventionally, imaging has been performed with a correlation 
receiver, which compares the returned signal with the transmitted signal, and 
for point targets (or fixed point scatterers on a target) such a receiver is opti- 
mum. Realizing that the assumptions that led to the choice of a correlation 
processor for imaging are not met by complicated man-made targets, we 
investigated the possibility of replacing the correlation processor with 
another type of processor that might be more immune to the consequences 
of phase-center shifts of scatterers; but we concluded that for practical pur- 
poses the correlation processor is optimum. The question then becomes what 
consequences phase-center shifts have on the images generated by correlation 
processors, and how to deal with the consequences. 

The answer to the first question depends on the size of these phase- 
center shifts relative to the wavelength and on their form: linear with time or 
frequency, nonlinear but monotonic, or pseudoperiodic. The specific charac- 
teristics in turn depend on the size and shape of the wave-trapping feature, 
with size measured relative to the wavelength, and on the motion behavior of 
the target. For a given shape, the larger the feature's size relative to the wave- 
length and the more erratic the target motion, the worse the consequences of 
phase-center shifts. They range from a slight widening of the response, or a 
slight displacement relative to the position of the scatterer, to very large dis- 
placements and a high degree of response smearing, giving the appearance 
of poorly resolved multiple responses. In extreme cases, these spurious 
"responses" may be distributed over the entire width or even length of the 
target. Such responses can severely distort the image, and they can mask 
genuine responses. (Note that these spurious responses cannot be modeled 
by ray-tracing methods.) In principle, such responses can be identified on the 
basis of their peculiar amplitude and phase patterns [l,  51, but only if they 
are sufficiently well resolved from other responses. Even if they can be identi- 
fied, the masking problem remains. In addition to spurious responses gener- 
ated by phase-center shifts of the scatterers, there are more obvious sources of 
spurious responses. The most problematic are the multiple delayed returns 
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from jet engine ducts. The spurious responses are the second major reason 
why quasi-optical approaches to target identification based on shape recogni- 
tion generally cannot work. 

How can one deal with the spurious responses in an image? With 
respect to such responses caused by phase-center shifts, which we designate as 
"sideband responses," the best approach is to avoid radar wavelengths so 
short that the spurious responses become a real problem. Although our expe- 
rience with very high frequencies is limited, the indication is that one should 
avoid going above X-band if possible. If the sideband responses remain a 
problem at a particular carrier frequency, the problem may be severe only if 
the target motion is erratic or three-dimensional. However, such a target 
motion presents other problems that will be discussed in later chapters. One 
can deal with delayed duct returns by resolving them from the returns of 
interest, just as one can do for Doppler-spread responses from rotating fea- 
tures. Other delayed returns can be largely ignored by not utilizing the far (in 
range) parts of an image. We note again that the observable features are rela- 
tively strong, so that only strong spurious responses must be accommodated. 
In essence, the procedure of handling the spurious responses must be adapted 
to the specific application. 

When a target is moving, there is yet another type of spurious 
response that can be even more important than the types discussed above. 
The motion compensation needed to form a scatterer response that is sharp 
in crossrange, without high crossrange sidelobes, must be performed to 
high accuracy. This becomes problematic when the signal-to-interference 
ratio for the scatterer is so low that its motion cannot be accurately meas- 
ured. The problem is particularly difficult, or impossible to solve, when the 
motion of the scatterer is erratic. The motion compensation residuals then 
can generate a large number of spurious responses, so that the image quality 
is degraded to the point where accurate measurements of scatterer positions 
are impossible. 

T o  deal with this problem, the only choice is to shorten the imaging 
interval, even though this means poor crossrange resolution. However, we 
must keep in mind the difference between resolution and the accuracy with 
which scatterer positions can be measured. If a scatterer is resolved in range, 
the crossrange position of its response can be measured to a very small frac- 
tion of the crossrange resolution cell. Hence, even when crossrange resolu- 
tion is poor, position accuracy in crossrange can still be adequate. This 
indicates that high range resolution is much more important than high cross- 
range resolution. It also indicates problems when a target is viewed near 
broadside; if the target length is much larger than its width, range resolution 
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is ineffective in subdividing the target into parts, so that the burden of resolu- 
tion lies with crossrange resolution. However, high crossrange resolution 
may not be obtainable if we cannot accurately measure an erratic motion. 
Also, the measurement of the scatterer motion as needed for motion com- 
pensation requires that at least some scatterers are resolved in range, and this 
may not be possible in a broadside geometry. 

Having summarized the backscattering properties of man-made targets, 
we mention another advantage of utilizing the complex rather than the real 
image. Consider a "normal" wave-trapping feature that does not generate 
spurious responses, such as a good approximation to the ideal trihedral cor- 
ner reflector. If it has only a small crossrange extent and is properly motion 
compensated, its return signal will be at a constant Doppler. Since Doppler is 
the derivative with respect to time of the signal phase, the implication is that 
the phase function will be linear. In contrast, if the crossrange extent of the - 
feature is significant as far as the radar is concerned, its Doppler will change 
with aspect angle, and hence the phase function will be curved. By measuring 
the curvature of the phase function of the response we thus can determine 
the effective crossrange width of the feature. Analogously, by measuring the 
curvature of the response phase in the spectral domain, we can determine the 
range depth of the feature [I] .  

1.1.4 Measurement Methods of Complex-Image Analysis Technology 

Earlier we discussed the fact that use of the intensity image degrades resolu- 
tion in both domains by a factor of two, which is unacceptable in practice. 
We must therefore utilize the complex image. How should this be done? The 
most basic measurement is that of the rangelcrossrange position of a scat- 
terer. If we use the intensity image, this measurement is performed by deter- 
mining the rangelcrossrange positions of the response peaks. Since this 
procedure does not realize the inherent resolution performance of radar, we 
must somehow extract the scatterer positions from the complex image. The 
straightforward procedure would be to model the target as a set of fixed point 
scatterers, derive the appropriate mathematical equations, and program a 
processor to solve them. This is in fact the approach of superresolution, 
whereby the biggest part of the gain in resolution is the recovery of the factor 
of two lost when the phase is not utilized. However, we also concluded that 
such a target model is unrealistic in practice. How, then, do we achieve a 
resolution of 11B and 11 Tfor real targets? - 

To answer this question, we start by considering the one-dimensional 
situation of two ideal point scatterers as employed in the conventional 
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definition of resolution. The composite signal returned from the two scatter- 
ers can be derived from the vector sum of one vector rotating about another, 
as will be discussed in detail later. For now we merely note that the compos- 
ite return signal has an amplitude and a phase function, both modulated 
with a period given by the rotation period of the vector. The transform of the 
complex signal represented by amplitude and phase functions gives the com- 
posite response. In principle, we have the choice of analyzing this complex 
response or analyzing the composite return signal directly; the same informa- 
tion is contained in both. For two ideal point scatterers in noise, it makes no 
difference whether one analyzes the return signal or its transform, but this is 
not the real environment in which one must resolve scatterers. The scatterers 
are not ideal point scatterers, and in general they must be resolved in the 
presence of interference from other scatterers. Moreover, the changes 
induced by one scatterer in the amplitude and phase response of another are 
much more subtle than the changes in the amplitude and phase function of 
the signal. We have found it more practical to analyze the complex signal. 

In performing such an analysis, which means determining the positions 
and strengths of the two scatterers, we start with the image response and take 
a Fourier transform to generate the corresponding composite signal. This sig- 
nal is then analyzed in accordance with principles discussed below in detail. 
We call this basic resolution algorithm, which merely implements the inher- 
ent resolution of radar, the two-scatterer algorithm (TSA). Since we consider 
the practical rather than the ideal case, we effectively measure how well the 
amplitude and phase functions of the signal approximate the ideal patterns 
obtained from two point scatterers. The processing thus is more akin to opti- 
cal pattern recognition than to conventional radar signal-processing meth- 
ods. We must process in this way because the inappropriateness of a 
mathematical model does not permit us to assume that a good pattern is 
obtained. In the practical situation of interference from neighboring scatter- 
ers, we must choose the transform window so that only two scatterers are 
involved (checking the quality of the amplitude and phase patterns to ensure 
that this is the case) before we can accept the measurement results. 

The preceding discussion considers one-dimensional resolution, be it 
in Doppler or range. In most practical applications, however, we are inter- 
ested in two-dimensional resolution. How does one extend the one- 
dimensional TSA to two dimensions? The only practical way we have found 
for real targets is to take a series of image cuts through a response, at angles 
over 360" the image plane, then analyze the transform of each image cut in 
the one-dimensional manner, and combine the one-dimensional measure- 
ments into two-dimensional positions. 
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The one-dimensional TSA is the cornerstone of complex-image analy- 
sis, and is essential for all radar applications involving high resolution of 
man-made targets. However, before proceeding to the illustrations, we must 
make an important point concerning interpolation. With modern radar, the 
received signal is digitized and recorded as time samples, in each of the range 
gates of the entire range window. To simplify processing and recording, the 
minimum sampling rate is used. In accordance with the Nyquist criterion, 
the minimum sampling rate equals the Doppler spread of the signal (some 
margin might be added for practical reasons). As long as this requirement of 
"critical sampling" is met, the information content in the signal is preserved 
and conventional processing algorithms will not have any problems. 

With complex-image analysis, we examine the shapes of complex 
(amplitude and phase) time and frequency functions. Even though it is true 
that digital samples of such functions retain all the information available in 
their analog forms, pattern-type measurements cannot be performed accu- 
rately on signals and spectra with critical sampling. For example, we often 
wish to derive a smooth curve from a sequence of amplitude points. The only 
practical way of connecting these points into a smooth curve is to draw 
straight lines between the points. However, when the critical sampling rate is 
used, the resulting curve is usually far from smooth. To generate a smooth 
curve with a sequence of linear segments, we must artificially increase the 
sample rate by interpolation. In order to obtain a smooth curve, we place 
additional samples between those received at the critical sampling rate. 

With digital signal processing, the most convenient way to interpolate 
is to use the so-called zero fill. Assume a sequence of time samples at the criti- 
cal sampling frequency. Let us take the FFT of this function in order to gen- 
erate the Doppler spectrum. Ifwe take the inverse transform of the spectrum, 
we again obtain the original time function. However, ifwe widen the spectral 
interval by some factor M, adding points with zero amplitude (zero fill), and 
then take the inverse transform over the widened window, the number of 
samples of the time function will have been increased by a factor of M. Con- 
necting the sequence of samples by straight lines will produce a smooth func- 
tion if M is large enough. Similarly, if we have a response function at the 
critical sampling rate, we can take the transform, zero fill, and transform 
back to get a smoothed version of the original function. With complex-image 
analysis we routinely zero fill by a factor of four or eight. 

To illustrate the process, in Figure 1.2 we show a signal at the critical 
sampling frequency, amplitude, and phase. The actual measurement points 
of the amplitude and ~ h a s e  are connected by straight lines. The transform 
of this complex signal (with Hamming weighting applied for sidelobe 
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Figure 1.2 Signal at the critical sampling frequency. 

suppression) is given in Figure 1.3, with the points obtained from the 
transform again connected by straight lines. Neither the signal shown in 
Figure 1.2 nor the responses in Figure 1.3 allow the required measurements. 
For example, the left of the two amplitude responses in Figure 1.3 gives the 
impression that two scatterers may be involved, but we cannot measure the 
two positions. In Figure 1.4 we have taken the signal of Figure 1.2, but have 
increased the total interval by a factor of eight through zero fill. The trans- 
form over the entire time interval (with Hamming weighting applied to the 
original signal) is given in Figure 1.5. The measurement points in Figure 1.5 
are again connected by straight lines, but because the sample spacing was 
reduced to one-eighth of the original spacing, the resulting signal is smooth 
enough to perform the requisite measurements. Note that the left response 
indeed consists of two peaks. Similarly, if we want to replace the signal in 
Figure 1.2 by its smoothed version, we take the transform to obtain the 
response in Figure 1.3, widen the crossrange interval by adding points with 
zero amplitude, and transform back. If we again use zero fill by a factor of 
eight, the transform gives the signal shown in Figure 1.6. This signal is more 
than smooth enough for pattern measurements. The illustrations were given 
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Crossrange gates 

Figure 1.3 Transform of the signal in Figure 1.2. 

Figure 1.4 Lengthened signal interval for interpolation. 
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Crossrange gates 

Figure 1.5 Transform over the widened time interval. 
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Figure 1.6 Smoothed signal. 
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for time signals and crossrange responses, but the smoothing method applies 
analogously to spectra and range responses. 

The zero-fill procedure is mathematically equivalent to interpolating 
between the critically sampled data points, with sinc-function interpolation. 
The sinc-function implementation is more convenient for the analysis of 
two-dimensional data, which requires examining image cuts at arbitrary 
angles in the range-crossrange plane. These cuts may not contain any criti- 
cally sampled data point. Smoothing is accomplished by using two- 
dimensional sinc-interpolation to generate data points along each image 
cut, spaced apart by one-quarter or one-eighth of a resolution cell. Having 
explained why the functions to be presented will all be smooth despite the 
fact that a practical radar always uses critical sampling, we now discuss the 
types of measurements made with complex-image analysis. 

The following discussions are provided only for the purpose of famil- 
iarizing the reader with our way of presenting image cuts and their trans- 
forms, and the interpretation of such functions, as an introduction to 
complex-image analysis. Quantitative interpretations and the significance of 
the various measurements will be discussed in more detail later. 

Figure 1.7 shows the intensity image of an aircraft. The aircraft is 
viewed at a relatively small aspect angle, in which case it is easy to perform 
a good motion compensation and generate an image of high quality. With 
complex-image analysis processing, we want to make measurements on the 
individual responses, so that a different presentation of the image is prefer- 
able (the presentation has additional advantages, as will become clear in our 
discussions). T o  obtain this modified presentation, the oversampled intensity 
image is scanned to find local maxima, even if they should rise only mini- 
mally above the surrounding intensity level. The intensity at each pixel is 
compared to the intensities at the nearest neighboring pixels in range, cross- 
range, and diagonally. If a pixel is stronger than all eight of its nearest neigh- 
bors, a dot is plotted at the range-crossrange coordinates of the response 
peak, with the area of the dot proportional to the amplitude of the peak. 
Such a "peaks plot" shows the individual intensity responses, regardless of 
whether they represent responses from resolved scatterers or the peaks of the 
interference pattern from unresolved scatterers. 

The peaks plot corresponding to the intensity image of Figure 1.7 is 
shown in Figure 1.8. The fact that the dots are isolated does not imply that - - .  

the associated responses are well resolved, since a local maximum is depicted 
even when it barely rises above the surrounding response level. Although the 
peaks plot gives only the intensity image, in the analysis of the responses we 
always utilize the image phase as well. Because we have not found a practical 
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Figure 1.7 Intensity image of an aircraft. 

way of displaying the image phase, only the peaks of the intensity image are 
shown. The string of responses in about Crossrange Gate 0 are the delayed 
engine duct returns. The fuselage is oriented approximately along the line of 
large dots. Note that the number of peaks on the fuselage barely exceeds ten. 
The number of observable scatterers will be somewhat higher because a par- 
ticular peak may be generated by more than one scatterer. 

As discussed above, the analysis of the individual (complex) responses 
is performed via image cuts and their transforms. As a reference point, in 
Figure 1.9 we show the interpolated image response and signal for a fixed- 
range image cut through a simulated ideal fixed point scatterer. The curves 
on the left give the image response; the curves on the right give its Fourier 
transform. The upper curves show amplitude and the lower curves show 
phase. As this is a fixed-range cut, the image data display the crossrange varia- 
tion of the response. The lower image abscissa shows crossrange position in 
the image. The upper abscissa will be explained below in conjunction with 
a general diagonal cut. For a fixed-range or fixed-crossrange cut, the upper 
abscissa is offset by a constant (here zero) from the lower. As crossrange is 
proportional to Doppler, its transform is proportional to time, as shown 
on the transform abscissa. (For real data, the transform of the response in a 
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Figure 1.8 Peaks plot for the image shown in Figure 1.7. 
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Figure 1.9 Fixed point scatterer. 
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fixed-range image cut is the time signal returned by the target in that range 
gate, after any pulse compression waveform was removed and the motion of 
the scatterer was compensated.) 

The image amplitude is a symmetric peak, with a half-power width cor- 
responding to the Hamming weighting applied to the simulated signal, in 
order to suppress (crossrange) sidelobes. The image phase is constant. The 
transform of the image data is displayed on the right of the figure. In this 
case, the transform was taken over the entire displayed image interval. In 
some figures, we use a shorter interval, which is indicated by vertical cross- 
hairs. The amplitude was normalized by dividing by the Hamming weight- 
ing applied to the original signal. The transform amplitude is nearly 
constant, with some distortion near the boundaries of the signal. This distor- 
tion corresponds to the sidelobes filtered out by our choice of image trans- 
form interval; an interval including the entire image cut would give a 
perfectly constant transform amplitude. The transform phase is linear, and 
we have normalized our presentations such that the phase slope gives the 
location of the image response, Crossrange Gate O in this case. 

A note on weighting for sidelobe suppression is in order. We weight 
the received signal in order to form an image whose responses have low side- 
lobes. Then we select a response in the image, take the transform of an image 
cut through the response, and remove the weighting by dividing the ampli- 
tude of the transform by the weighting function. This process is unnecessary 
for the illustration in Figure 1.9, because only a single response is involved. 
Weighting is absolutely necessary in forming an image, because without 
weighting there would be unacceptably strong mutual interference among 
the various responses. In analyzing the transform of an image cut through a 
response, we deweight in order to generate more easily understandable 
amplitude patterns. Since low-level response sidelobes can rarely be included 
within the image transform interval, some distortions at the fringes of the 
transform are unavoidable. 

We want to mention another side issue, which is the so-called phase 
unwrapping. With digitized data, we obtain values of amplitude and phase at 
each sample point, as derived from the analog data. However, the phase 
of the digitized samples has a 2n ambiguity. Since complex-image analysis 
requires measurements on amplitude and phase patterns, the ambiguity must 
be resolved. This is done by adding or subtracting full phase cycles where 
necessary to obtain a smooth phase function from the digital samples. This 
phase unwrapping process is not problematic for one-dimensional image cuts 
as long as the sampling rate is high enough; that is, when the data are sam- 
pled at least at the critical (Nyquist) rate. 
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Returning to the real data, in Figure 1.10 we show the crossrange inter- 
val over which we take an image cut in the range gate of a peak, using interac- 
tive software for our illustrations. The image cut over the interval marked in 
Figure 1.10 is shown on the left side of Figure 1.1 1. The dashed curve shows 
an overlaid response from a fixed point scatterer for comparison. Quantita- 
tively, the image response has a normalized half-power width (relative to the 
half-power width for an ideal point scatterer) of 0.969 and a skewness (the 
ratio of the half-power width of the left half of the response and the half- 
power width of the right half) of 0.988. These indicate an almost ideal point 
scatterer, as is evident from the agreement between the dashed and solid 
curves. Since the response is strong, the scatterer must be a wave-trapping 
corner-like or cavity-like feature, or an antenna. 

In viewing the transform of the image cut as in Figure 1.1 1, we must be 
aware of the fact that in our illustrations the transform shown is that of the 
entire image cut displayed in the left half of the figure, unless otherwise speci- 
fied by crosshairs. In our example, the amplitude of the image cut (upper left 
curve) contains a minor response on the left that must not be included in the 
transform if we want to analyze the major response. Thus we must choose 
a transform window that includes as much as possible of the response of 
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Figure 1.10 Position of the image cut in the range gate of the peak. 
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Figure 1.11 Image cut in the range gate of the peak, and transform. 

interest, and as little as possible of any interfering response. In easy cases this 
implies positioning the boundaries at the amplitude minima or the phase 
inflection points of the response (more difficult cases will be discussed later). 

T o  illustrate, we choose the transform window as shown by the cross- 
hairs in Figure 1.12. This is a transform of an image cut in the range gate of 
the signal, so that we obtain a time signal. As discussed earlier, it is the time - - 

signal returned by the scatterer under examination, again amplitude and 
phase function. If the scatterer were an ideal point scatterer, the amplitude 
would be constant. In this case the amplitude variation is insignificant (quite 
comparable to that of the point scatterer in Figure 1.9). If the motion com- 
pensation were perfect, the Doppler of the (fixed point) scatterer would be 
constant, and hence its phase function would be linear. This is not the case 
for the phase function at the lower right. However, the total variation of the - 
phase is only 0.04 cycles, and this maximum variation occurs at the fringes, 
where such transforms are not very reliable. It will later be shown that phase 
variations below about 0.1 cycles have little consequence. Just as we conclude 
that the amplitude variation is acceptable, so is the phase variation. For prac- 
tical purposes, the scatterer has an essentially ideal behavior in the crossrange 
domain. 
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Figure 1.12 Windowed response and its transform. 

As a side remark, note that even with a perfect motion compensation, 
deviations from linear phase may also be caused by a shifting of the feature's 
phase center, which must be discriminated from motion compensation 
residuals by comparing the phase functions from different scatterers. If there 
is a motion compensation residual, scatterers with fixed phase centers will all 
have the same curvature of the phase function. Such a residual may be caused 
by inadvertently tracking and compensating a feature with a shifting phase 
center in the motion compensation process. The phase of the tracked scat- 
terer will then be linear, while the phase curvature from the phase-center 
shifting will have been imparted to all other scatterers. 

We now rotate the image cut of Figure 1.10 by 90°, so that it falls in 
the crossrange gate of the response peak. This image cut is shown in the left 
half of Figure 1.13, and its transform is shown in the right half. Since the 
image cut is taken in the crossrange gate of the response, the transform repre- 
sents the frequency spectrum returned by the scatterer. The overlaid curve 
again shows a point scatterer response, for comparison. The normalized 
half-power width of the response is 1.272, as compared with a value of 0.969 
for the image cut in the range gate of the response. The deviation from unity 
thus is 0.272 as compared with 0.031. Thus, in the range dimension (image 
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Figure 1.13 Image cut and transform in the crossrange gate of the response. 

cut in the crossrange rgate) the scatterer does not approach the ideal point 
scatterer as well as in the crossrange dimension. This is also seen from the fact 
that the phase function of the response, in the lower left plot, is curved rather 
than linear in the interval of strong amplitude. T o  exclude the interference, 
we choose a transform window as shown by the crosshairs in Figure 1.14. 
The periodic variation of the transform amplitude is indicative of two inter- 
fering scatterers, as will be discussed in detail below. 

Figure 1.15 shows a fixed-range cut through the strongest response of 
the image, at Range and Crossrange Gates 0. The normalized half-power 
width of the response is 1.083, and the image phase function is curved rather 
than linear. The variation of the amplitude of the transform (upper right 
curve) is again acceptable for a single scatterer, since it does not show deep 
minima or periodic variation. O n  the other hand, the total phase variation of 
the transform (lower right curve) is about 0.3 cycles. This is an already sig- 
nificant deviation from the ideal point scatterer, whose phase function would 
be linear. The phase curvature means that the scatterer has a measurable 
range depth. Since the derivative of the spectral phase is delay, the total varia- 
tion of the phase slope of the lower right curve gives the delay depth of the 
(extended) scatterer [I]. These operations can be performed for any type of 
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Figure 1.14 Transform window for Figure 1.13. 
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Figure 1.15 Fixed-range cut through strongest response of Figure 1.10. 
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image cut, not necessarily in a range gate or a crossrange gate. As an illustra- 
tion, in Figure 1.16 we show the position of an image cut along the fuselage, 
with the actual image cut and its transform given in Figure 1.17. The 
response at the center of the displayed interval corresponds to the response 
marked by an x in Figure 1.16. The upper image abscissa measures distance 
along the image cut, in gates, from the point denoted by the x (the central 
point of the image cut). The lower image abscissa presents the projection of 
the cut on the range axis. In our illustrations, diagonal cuts will be projected 
on the axis, range or crossrange, for which the projection is longer. As the 
transform of a diagonal cut is neither signal nor spectrum, we label the trans- 
form abscissa with "Transform." 

The crosshair of Figure 1.17 also marks the response whose normalized 
half-power width is to be measured. The normalized half-power width is 2.1, 
which is about twice as large as for a resolved response from an ideal point 
scatterer, but the distortion is essentially all on the left side of the response, 
as shown by the overlaid dashed point-scatterer response. Is the marked 
response a composite from two scatterers, or is it merely deformed by inter- 
ference from the response to the left? For a test, we position a transform win- 
dow on the response as shown in Figure 1.18. As will be explained in detail 

z :: -5 0 5 10 

Crossrange (gates) 

Figure 1.16 Image cut along the fuselage. 
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Figure 1.17 lmage cut and transform, in accordance with Figure 1.16. 
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Figure 1.18 Windowed response and transform. 
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below, this is not the transform of two interfering scatterers of roughly 
comparable strengths, but the transform of a single scatterer with some 
low-level interference from one or more scatterers. Continuing the test, we 
place a transform window over both responses in Figure 1.17, as shown in 
Figure 1.19. Our  extensive discussion of the TSA will show that the new 
transform is indeed a usable approximation of the interference pattern from 
two scatterers. Hence, the two responses essentially represent two scatterers, 
and we have to utilize the complex responses to obtain more accurate esti- 
mates of the positions of the two scatterers than given by the positions of the 
response peaks. 

If we examine a response in the intensity image, whether this be a con- 
ventional intensity image or a peaks plot, we know little more than the 
strength of the response. Ifwe use the procedures indicated above, we can tell 
whether the response is from one or more scatterers. If the response is from 
one scatterer, the phase function of its transform tells us whether the phase 
center of the scatterer is fixed or moving (and by how much), in the range 
domain, the crossrange domain, or any diagonal cut in the image plane. If a 
response is composed of two scatterers, we can determine their individual 
positions in range and crossrange and their strengths, and also whether they 

Image cut (diagonal gates) 

2 3 4 5 6 
Projection onto range axis (gates) 

Transform 

Figure 1.19 N e w  w i n d o w  and t ransform 
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have fixed or shifting phase centers for an arbitrary image cut. By comparing 
the transforms with those from an ideal point scatterer or the interference 
pattern from two point scatterers, we know how accurately we have meas- 
ured the positions and properties of the scatterers. when a composite 
response represents more than two scatterers, the transform window must be 
chosen so as to include contributions from essentially only two scatterers, 
with minimal interference from other scatterers. s his will be treated in 
Section 1.3. All these measurements can be performed fully automatically, as 
inputs to an automated identification system. 

Having treated the important TSA, which implements the basic radar 
resolution in range and Doppler, we want to stress a point that may easily be 
overlooked. The TSA will give meaningful results only if the scatterers to be 
resolved are good approximations of fixed point scatterers and if the motion 
compensation has correctly compressed the two responses. When we apply 
the TSA to scatterers with shifting phase centers, or when the motion 
compensation is inadequate, the results may be meaningless. For example, 
the response from a single scatterer with a shifting phase center might be so 
distorted that application of the TSA gives a result as if two or even more 
scatterers were involved. This is particularly true if the TSA is applied to a 
set of spurious responses generated by a single scatterer, but can also happen 
when the response "distortions" are less extreme, whatever the cause of the 
distortions. This is to say that resolution works properly only if the conditions 
are satisfactory. This can and must be verified before the TSA is applied. 

1.1.5 Section Summary 

Certain issues of radar imaging and target identification govern the 
approach to target identification. Below we summarize the important points 
made above and their consequences, to set up the extended discussions that 
follow. This is to direct the reader's attention to the most important issues. 

1.1.5.1 Radar Backscattering of Complicated Man-Made Targets 

High-quality radar images of man-made targets are dominated by a relatively 
small number of responses strong enough to be utilized for target identifica- 
tion. If an image has a large number of responses, most will be spurious. 

1.1.5.2 Inputs to  Target ldentif ication 

In addition to special target features (e.g., dimensions) and recognizable fea- 
tures (e.g., engine intakes), automated reliable target identification requires 
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an accurate measurement of the positions of nonrecognizable features. This 
is possible (to a fraction of the resolution cell) only if a scatterer can be suffi- 
ciently well resolved. In principle, it does not matter whether the scatterer is 
resolved in range, in crossrange, or in both range and crossrange. 

1.1.5.3 Definition of Resolution 

A practically meaningful definition of resolution must incorporate the need 
to perform reasonably accurate range and crossrange measurements. From 
this point of view, the basic resolution capability of a radar using a signal 
of bandwidth B and duration T is 1 /B  in range delay and 11 T i n  Doppler. 
However, realizing this resolution capability requires the use of the complex 
image. Use of only the intensity image degrades resolution by a factor of two 
in each dimension. 

1.1.5.4 Requirements on Resolution 

In practice, radar resolution must be high enough to ensure that most of the 
limited number of observable scatterers are separated by at least one resolu- 
tion cell. Thus, a usable response in the intensity image must come from 
no more than two scatterers, or it must be possible to place a window on a 
response such that the window includes major contributions from at most 
two scatterers, with little interference from other scatterers. 

1.1.5.5 Role of Range Resolution 

The role of range resolution is primary. High range resolution is easy to 
implement and is nonproblematic. High resolution in crossrange requires 
dwell time and may not be achievable when the motion of a target is not 
smooth or when range resolution does not resolve some scatterers well 
enough to measure their motions for purposes of the motion compensation. 

1.1.5.6 Target Identification at Large Aspect Angles 

Aircraft fuselages, ships, and to some degree ground vehicles are slender, so 
that at large aspect angles range resolution becomes ineffective in subdividing 
the target into many cells. This places increased requirements on crossrange 
resolution; yet when range resolution is ineffective, the motion measure- 
ments needed to implement the motion compensation and high crossrange 
resolution may not be possible. Thus, targets near broadside may be impossi- 
ble to identify reliably when the database is large. 
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1.2 ldentification Principles 

1.2.1 Derivation of a Practical Approach to Target Identification 

Target identification at radar wavelengths must be approached very differ- 
ently from target identification at optical wavelengths. The approach cannot 
be somehow to obtain an (intensity) image that allows one to recognize the 
shapes of the target and its features. In order to explain the drastically differ- 
ent approach needed at radar wavelengths, we first consider optical target 
identification. Because of the extremely short wavelengths in optics, the 
many small discontinuities on man-made targets all backscatter with similar 
intensities. Even the weak scatterers of the "smooth" surfaces backscatter, 
unless the smoothness approaches that of a mirror. The consequence is that 
usually all parts of a target and its features backscatter with comparable inten- 
sities, so that one can recognize the shapes of the target and its features. As 
long as resolution is adequate, a target can be readily recognized by inspec- 
tion, even though automated identification is a difficult problem. Occasion- 
ally, a mirrorlike surface may generate a blinding flash that, if it persists over 
the observation interval, might prevent target identification; but usually the 
backscattering is not governed by a few dominant scatterers. 

The situation is entirely different for radar. Radar wavelengths are so 
large that extended surfaces appear smooth, and most of the discontinuities 
backscatter very weakly. The contributions from the very large number of 
weak scatterers generate a pattern similar to the speckle pattern at optical 
wavelengths. In the absence of spurious responses, this target-generated 
"background" can well exceed the noise and clutter, and then would define 
the shape of the target in the radar coordinates of range and crossrange. A 
quasi-optical approach to target identification would likely work if all scatter- 
ers backscattered with similar intensities. 

Our extended analyses of images of real targets have shown that com- 
plicated man-made targets contain a set of features with much stronger 
backscattering than the multitude of other scatterers. The strong features are 
those that tend to trap the radar signal, such as a variety of regular and irregu- 
lar cavities and corners. Antennas also are features that backscatter relatively 
strongly, although we do not know whether this is due to their designed elec- 
trical properties or because they must be mounted in a way that isolates them 
from the surrounding metallic surface. These features are not such effective 
backscatterers as the ideal trihedral corner, yet their returns are strong 
enough to dominate over the backscattering from the large number of weak 
scatterers. Since the dominant features prevent us from utilizing the optical- 
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type background image generated by the multitude of weak scatterers, we 
have no choice but to base target identtfi'cation on the dorninantfedtures. Occa- 
sionally the existing conditions might be so benign that a quasi-optical 
approach will work, but it will not satisfy the demands of an operational 
automated identification system. 

The situation with real man-made targets is as follows. The typical 
man-made target has perhaps 20 or 30 features whose responses exceed the 
target-generated background sufficiently to make them usable for target 
identification. Although these dominant scatterers as a set are much stronger 
than the weak scatterers that form the quasi-optical image, their backscatter- 
ing strengths vary, of course. Hence, when resolution is poor, perhaps only 
the 10 to 20 strongest responses may be observable. If the number of measur- 
able responses drops further, resolution is inadequate for target identifica- 
tion. Thus, identification depends on a relatively small number of features, 
and resolution must be adequate to perform measurements on the responses 
from these features. If the backscattering of the features were simple, and if 
the number of such features were much larger than it actually is, the specific 
arrangement of the features might still describe the shape of the target, so 
that optically inspired identification methods would work. However, the 
backscattering of the dominant features at radar wavelengths can be rather 
complicated, invalidating such an approach. 

As an example, consider the returns from the engine duct of a fighter 
aircraft, as shown in Crossrange Gates 0 to 1 of Figure 1.20. The duct intake 
typically is the strongest aircraft scatterer over a wide aspect angle sector, over 
which multiple reflections within the duct produce a string of relatively 
strong delayed returns. These usually extend beyond the range of any skin 
return (the skin returns in Figure 1.20 are located approximately within 
the dashed outline of the generic aircraft). As another example, any rotat- 
ing device on the target generates a series of returns spread in Doppler. In 
Figure 1.20, the rotating compressor blades generate responses spread in 
crossrange and aliased by the PRF to appear both within and outside the 
crossrange interval of the scatterers. These responses appear at ranges greater 
than Range Gate 9. The spread returns in that gate are the direct returns 
from the blades. The spread returns at greater ranges involve both multiple 
reflection within the duct (as for the delayed duct returns) and reflection by 
the blades of other engine stages. As a less obvious fact, even more ordinary 
extended features can have a phase-center wander large enough to generate 
strong responses in false locations. The various spurious returns, in combina- 
tion with the scarcity of observable features, prevent reliable shape 
recognition. 
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Figure 1.20 Aircraft image. 

Although the quantitative manner in which features with shifting phase 
centers generate spurious responses is not fully understood at this time, the 
fact that these responses exist is well established [I ,  51. In its simplest form, 
the phase-center wander may cause a small widening of the response, leaving 
the response essentially in the position of the scatterer. A stronger phase- 
center shift may translate the response from the position of the feature, with 
or without a widening, depending on whether the phase-center shift is linear 
or nonlinear. For example, the crossrange position of the response from the 
engine intake of a jet fighter often differs from the actual position of the 
intake, which may be recognized from the crossrange position of the delayed 
duct responses. The nonlinear component in the phase-center wander wid- 
ens the response. The "widening" may be so severe that instead of a single 
response, perhaps smeared, one observes an entire set of relatively strong 
responses that may be located quite far away from the scatterer position and 
that can be relatively widely spread in range and crossrange. These effects 
increase with carrier frequency, because the phase-center shifts become larger 
relative to the wavelength. Even worse, they increase as the motion of a target 
becomes more irregular, in particular when the target's rotation axis changes 
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at the time of imaging. This complicated motion may come from inadvertent 
- ~ 

or intentional maneuvering of an aircraft, or the movement of a vehicle on 
a rough road or off the road, or the motion of a ship in rough seas. Such 
responses evidently interfere with shape recognition. 

It is true that, where possible, we want to make use of target features 
that are at least crudely related to target shape. We would like to measure the 
length and wingspan of an aircraft (the latter only if we know that the aircraft 
is not banked), the length and width of a ground vehicle, and the length, 
width, and superstructure shape of a ship. However, in most instances this 
is not enough for reliable target identification in a large database. We often 
cannot measure the length and, in particular, the wingspan of an aircraft so 
accurately that we can reliably distinguish among many aircraft with similar 
dimensions. Figure 1.2 1 shows combined photographs of the American F- 15 
and Soviet Su-27 aircraft, to scale. Evidently, the sizes and shapes are similar. 
The F-15, on the left of the figure, has a length of 19.43m and a wingspan of 
13.05m. The Su-27 has a length, including the extended fuselage stinger sec- 
tion, of 21.93m and a wingspan of 14.70m. Without the extended stinger, 
which will generally not be observable by a radar, the Su-27 length is 

Figure 1.21 Combined photographs of F-15 and Su-27 aircraft, to scale. 
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20.18m, only 4% different from that of the F-15. These aircraft are too simi- 
lar for their sizes and shapes to be used as the sole basis for discrimination, 
given realistic measurement errors and uncertainties in aspect and bank 
angles. 

Similarly, we cannot rely on distinguishing similar ground vehicles on 
the basis of length and width measurements, because vehicles are designed 
to meet common road-width standards and sometimes also differ insignifi- 
cantly in length. The measurement problem is much worse when the ground 
vehicles are moving. For a ship, the combination of length, width, and shape 
of the superstructure should allow classification, but not identification. In 
general, the measurement of shape-related target parameters will not suffice 
for reliable automated target identification in a large database. 

For reliable identification, we must additionally measure the positions 
of the prominent, and hence resolvable, target features. This is particularly 
important for aircraft, because there are so many different aircraft and many 
of them are similar in size and shape. In addition, we also want to utilize any 
nonpositional feature properties, such as feature width and depth, that we 
can measure. Lastly, there are special features that can help in identification. 
For example, for aircraft we might be able to determine the number of 
engines, whether they are wing mounted or integrated into the fuselage, or 
similar special design characteristics. For ground vehicles, we may use the 
presence of a turret or a gun, or the number of wheels. The help in target 
identification that can be provided by overall dimensions and special features 
depends on the kind of target. For all targets, however, we can measure at 
least the range and crossrange positions of the dominant features. The need 
to extract these feature positions from an image becomes a driving require- 
ment for image quality. With typical values of radar resolution, the degrada- 
tion in resolution from using an intensity image is not affordable. Too many 
of the responses of an intensity image may be associated with more than one 
scatterer. This problem is greatly alleviated with complex-image analysis, 
because then the requirement is only that not too many of the intensity 
responses be associated with more than two scatterers. We point out again 
that improving resolution so that the intensity image is adequate is more 
than just a matter of cost. An arbitrarily high resolution is not achievable 
with real targets, particularly when they are moving, because of their 
backscattering properties. 

An important practical question is how many dimensions a target must 
be resolved in, in order to permit reliable identification. An identification 
system would be simplest and least costly if resolution were required only 
in the single dimension of range. Although very high range resolution is 
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expensive to implement in hardware, because the hardware must be designed 
to accommodate a large signal bandwidth and signal processing must be per- 
formed in many range cells, the benefits of high range resolution for imaging 
and image exploitation are great. Also, the use of resolution only in range 
allows operating with very short dwell times on a target. Unfortunately, as 
will be shown later in more detail, in most applications the use of range reso- 
lution alone is not sufficient. Although range resolution is of primary impor- 
tance, it must be supplemented by at least a crude crossrange resolution. 

Several effects make the utilization of range resolution alone problem- 
atic for aircraft identification. For example, aircraft often roll in an unpre- 
dictable manner. The consequence of such a roll on the aircraft range profile 
is that the wing responses are translated in range relative to the fuselage 
responses, changing the interference conditions, thereby causing rapid varia- 
tion in the profile. Wing ordnance may or may not be carried at a particular 
time, and if it is carried it may or may not be observable, necessitating a large 
profile database. Perhaps most important, over large aspect sectors, the series 
of delayed duct returns generated by fighter aircraft can easily be among the 
strongest returns from the aircraft. We need Doppler resolution to resolve 
the delayed duct returns from the fuselage returns, as we have illustrated 
in Figures 1.8 and 1.20. Furthermore, range resolution is progressively less 
effective on the fuselage as the aspect angle increases, and is least effective 
near broadside. Similar resolution requirements exist for ground vehicles, 
for which the ratio of length to width often is large enough to require two- 
dimensional resolution. Even for ships, when only range resolution is used, 
serious problems appear when the aspect angle becomes larger. 

Thus one comes to the conclusion that reliable target identification in 
most situations requires at least two-dimensional resolution. However, Dop- 
pler (or crossrange) resolution is much more than range resolu- 
tion. This is so because moving targets typically do not move smoothly, and 
the implementation of crossrange resolution becomes progressively more 
problematic as the target's motion becomes more erratic. (The signal phase 
is very sensitive to even small motion disturbances.) With maneuvering air- 
craft, ground vehicles moving on rough roads or off the road, and small ships 
in rough seas, it often is impossible to implement high crossrange resolution 
and yet achieve sufficient focusing of the responses for accurate feature meas- 
urements. The target motion is often too erratic to permit measuring of and 
correcting the phase functions of the scatterers over the long periods required 
for high crossrange resolution. Although two-dimensional resolution is 
needed, with adequate range resolution there is no need for high crossrange 
resolution, nor may it be desirable. The latter statement refers to the 
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problems of the motion compensation and spurious responses. The adequacy 
of lower resolution in crossrange results from the ability to measure the cross- 
range position of a feature accurately (to a fraction of the crossrange resolu- 
tion) if the feature has been resolved in range. If range resolution is adequate 
to resolve scatterers, their crossrange positions thus can be accurately deter- 
mined even with poor crossrange resolution. Whereas resolution is approxi- 
mately given by the crossrange width of a response, the accuracy of the 
position measurement is a small fraction of this width, corresponding to 
the accuracy with which the position of the resolved response peak (or of the 
scatterers contributing to the peak) can be measured. The general conclusion 
is that reliable target identiJication requires at least two-dimensional resolution 
in range and crossrange, with high crossrange resolution less important than high 
range resolution. 

Should one use three-dimensional resolution? There are ways in which 
three-dimensional resolution can be implemented in at least some practical 
applications. However, here the question is whether the cost of implement- 
ing three-dimensional resolution is worth the benefits. This may be a matter 
of opinion, perhaps governed by what kind of approach to target identifica- 
tion one uses. In our opinion, which is based on our experience with 
complex-image analysis technology, the identification problem is solvable 
with only two-dimensional resolution in range and crossrange. Although the 
addition of one more dimension in resolution would unquestionably be 
beneficial, it does not appear to be either necessary or practically available in 
most cases. 

1.2.2 Wavelength and Resolution in ldentification Performance 

We have pointed out that the development of a technology for target identi- 
fication cannot be based on mathematical target models but only on data 
from real targets. One must analyze representative target data until one 
obtains enough insight to formulate workable signal-processing algorithms. 
Now, by far most of the available target data were collected at X-band, and 
with a range resolution of about 1 ft. Since we used this type of data to 
develop the technology of complex-image analysis and out identification 
procedures, the question arises whether we have perhaps developed an identi- 
fication technology for X-band radars with a range resolution of 1 ft. As a 
matter of fact, we have indeed done that, but it is not a matter of data avail- 
ability. As we explain in this section, X-band and an image resolution of 
about 1 ft not only represents an ideal combination of wavelength and 
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resolution, but target identification will not work under operational condi- 
tions if one deviates too much from these two parameters. 

Target identification under operational conditions (automated and for 
a large target base) is possible only if one chooses the right carrier frequency 
and the right value of resolution, within relatively narrow margins. T o  justify 
this statement, let us recall the conclusion in the preceding section that the 
measurement of the positions and characteristics of the target features gener- 
ating dominant responses is essential for target identification, because the 
typical target does not contain enough measurable special features. The fea- 
tures that give dominant responses are the wave-trapping features. However, 
they do not naturally generate dominant responses; carrierfiequency and reso- 
lution must be selected so that the responses @om wave-trapping features will 
dominate the target-generated background. 

First, consider the choice of carrier frequency. A wave-trapping feature 
may be viewed as a kind of antenna or trihedral corner reflector, except that 
it will generally be less efficient in collecting and returning the radar signal. 
Clearly, as the carrier wavelength becomes larger, the "gain" of the feature 
will drop, so that its response will no longer be dominant over the back- 
ground from the multitude of scatterers on the target. If the carrier wave- 
length chosen is too small, on the other hand, the phase-center wander of the 
feature will break the formerly dominant response into a set of weaker spuri- 
ous responses, scattered about the location of the scatterer. The usable band 
of carrier frequencies thus depends on the size of the wave-trapping features. 
Our experience with carrier frequencies other than X-band is not so extensive 
that we can make accurate statements. O n  the high side of the carrier fre- 
quency, the phase-center wander effects can sometimes be observed even 
at X-band when targets such as aircraft or ground vehicles are imaged, but 
the effects are not yet serious. Indications are that they become serious at 
18 GHz, and problematic at still higher carrier frequencies. At the lower end, 
C-band should be acceptable. Although it would be speculation to estimate 
how low a carrier frequency is usable, it probably cannot be much lower than 
C- band. 

Next, we consider the size of the resolution cell. If the resolution cell 
is larger than the separation of the dominant scatterers, they will not be 
resolved. In this case it will be impossible to measure scatterer positions and 
characteristics. If the resolution cell is much smaller than the size of a feature, 
the feature response will be broken up in some unpredictable manner, losing 
its dominance without offering a practical possibility of extracting feature 
position and characteristics. A quantitative investigation of this question is 
best based on turntable data with very high range resolution, in which case 
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one can generate images with progressively lower values of range and cross- 
range resolution. Equally important, with turntable data one has perfect 
ground truth for the positions of features, so that it is possible to compare 
measured with actual feature positions and determine the way in which a 
specific feature response breaks up when resolution is increased. 

Tests with turntable data of a gound vehicle demonstrate that the 
situation is as complicated as one would expect theoretically. Depending on 
the size and design of a specific feature, one finds all conceivable situations, 
even for a single ground vehicle at one aspect angle. We changed the size of 
the resolution cell from 30.5 by 30.5 cm in four equal-percentage steps to 
12.5 by 12.5 cm. The tests showed that one response that is dominant at 
30.5 cm resolution retains its dominance and even its position when resolu- 
tion is improved to 12.5 cm, with the only consequence of increasing reso- 
lution being the introduction of a curvature into the phase function and 
a corresponding (small) widening of the response. Such a scatterer presents 
no problems even at the high end of resolution. Another response widens so 
much that application of the one-dimensional TSA indicates two scatterers. 
However, different from two actual scatterers, the measured separation of 
these does not vary with the angle of the image cut. The response remains 
dominant, so the task is only the correct interpretation of the measurements. 
With other responses, the smearing becomes so strong that dominance is lost 
toward the high end of resolution. Such smearing usually is very asymmetric, 
and can be over many gates. With still other responses, the smearing becomes 
so strong with increasing resolution that the response becomes part of the 
background. The peaks in the peaks plot are mere ripples on a very wide 
"response." It is not clear how much of such an extreme degree of smearing 
depends on the "resolution" of an extended wave-trapping feature into parts, 
and how much can be attributed to phase-center wander. It does not matter, 
because in either case we see no possibility of using such a feature for target 
identification. 

The tests we have performed were too limited to make precise state- 
ments about the best resolution that can be used with a particular type of tar- 
get. It is clear that for every extended feature there is an optimum size of 
the resolution cell that could be determined during the processing sequence. 
In fact, investigating a feature with different degrees of resolution would pro- 
vide much information about the characteristics of the feature. For the per- 
haps more practical case in which a single resolution cell size is used on the 
entire target, one must not choose resolution so high that a significant part 
of the wave-trapping features no longer generate usable dominant responses. 
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Indications are that for a target such as a ground vehicle, one cannot operate 
with a resolution much better than 1 ft; a resolution of 0.5 ft already appears 
to be too high. At the other end, a resolution of 2 ft causes serious resolution 
problems for adjacent features. These numbers should be taken only as an 
indication of the range of the usable values of resolution for ground vehicles. 

Of course, there are ways of utilizing higher resolution without forming 
an image with very high resolution. For example, with moving targets a range 
resolution better than 1 ft would be useful for the motion compensation, for 
which one should be able to find a scatterer that behaves well even at the high 
resolution. If higher range and crossrange resolution were available, one 
would have the flexibility of adapting the value of resolution to each of the 
dominant features. As a simpler way of utilizing surplus resolution, one could 
form multiple images with lower values of resolution, and analyze these to 
obtain more information than is available from a single image. However, our 
point is the following: The maximum resolution usable on individual fea- 
tures in order to measure scatterer positions and characteristics is limited. If 
this limiting resolution is exceeded, these essential measurements cannot be 
performed. 

In summary, we conclude that there are relatively small margins in the 
choice of carrier frequency and resolution for target identification. It is obvi- 
ous that resolution cannot be too low if the positions and characteristics of 
the dominant scatterers are to be measured, but not obvious that resolution 
might be chosen too high for a given image. Similarly, it is obvious that 
choosing the carrier frequency very low will lead to problems, because the 
wavelength defines the limits on resolution. It is not obvious that the carrier 
frequency can be too high, a fact that has unfortunate implications for 
missile-borne radars. Lastly, the preceding discussion might give the impres- 
sion that the fact that some combination of carrier frequency and resolution 
offers a high performance potential is just a fortunate accident. This is not 
the case. It is natural for the wave-trapping features of man-made targets to 
be separated by more than their extents, so that one must be able to choose 
a resolution cell small enough for resolving the various features from each 
other and yet not so small that the individual features are broken up. The 
optimum size of the resolution cell would be expected to change from one 
type of target to another. Since we had turntable data available for a military 
g o u n d  vehicle, we were able to establish that resolution must be about one 
foot for this type of target. We  know that this resolution is also good for air- 
craft and ships, but in both cases we did not investigate what value of resolu- 
tion is optimum and how wide the practical margins are. 
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1.2.3 Section Summary 

Since the dominant features prevent us from utilizing the optical-type back- 
ground image generated by the multitude of weak scatterers, we have no 
choice but to base target identification on the dominant features. 

Reliable target identification requires at least two-dimensional resolu- 
tion in range and crossrange, with high crossrange resolution less important 
than high range resolution. 

Target identification is possible only if one chooses the carrier fre- 
quency and resolution so that genuine responses from wave-trapping features 
dominate the image. 

1.3 Measurement of Range and Crossrange: The Two-Scatterer 
Algorithm 

Aside from spurious responses, the intensity image of a man-made target 
contains three types of response: (1) responses generated by a single scatterer, 
(2) responses generated by two scatterers, and (3) responses generated by 
more than two scatterers. The position of the scatterer associated with the 
first type of response is the position of the response peak. In order to obtain 
the positions of the two scatterers associated with the second type of 
response, we must analyze the complex response with the two-scatterer algo- 
rithm (TSA). This algorithm merely implements the basic resolution capabil- 
ity of radar, which is 11 B in range delay and 11 Tin Doppler. With the third 
type of response, we must attempt to select response parts that come mainly 
from two scatterers and can be analyzed with the TSA. If this is not possible, 
and if such a failure occurs for too large a part of the main responses, radar 
resolution is not adequate for the task. 

At the other extreme, we could try increasing resolution to the point 
that all of the significant responses of the intensity image come from single 
scatterers, so that the image phase need not be used for achieving the inher- 
ent resolution capability. Aside from the expense of such an approach, it 
appears unlikely that images with such extreme resolution can be generated 
with a quality that allows automated target identification. The reason again is 
that the scatterers on a man-made target rarely behave sufficiently like fixed - 
point scatterers, for which no problems would appear as resolution is pto- 
gressively increased. The basic (and important) algorithm for the resolution 
of two scatterers is treated in this section. We first summarize the theory of 
the TSA for two ideal point scatterers, and later show how the TSA is applied - - 
to real data. A full mathematical derivation is contained in Appendix A. 
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1.3.1 Resolution Principles 

1.3.1.1 Resolution of Two Point Scatterers in One Dimension 

In the development of the conventional (point target) resolution theory, 
resolution of two point scatterers was defined via the following question: In 
the envelope-detected processor output, how close can two point scatterers of 
equal strengths be so that one still observes two response peaks rather than a 
single peak? Aside from the fact that a definition of resolution that does not 
take into account the need for measuring range or Doppler with reasonable 
accuracy is not very practical, such a definition also is loose in that perform- 
ance depends on the phase relation between the two scatterers as well as their 
relative strengths. With this definition, resolution of two scatterers that are 
in phase is much inferior to resolution when they are out of phase, because 
constructive interference tends to generate a single response peak, whereas 
destructive phase interference leads to two response peaks even for very close 
scatterer separations. Such a conclusion on the consequences of scatterer 
phasing is suspicious, because scatterers return more energy when they are in 
~ h a s e  than when they are out of ~hase .  In fact, with a meaningful definition 
of resolution, under limiting conditions the performance is indeed better 
when the two scatterers are in phase. Going back to the original definition, in 
an average sense (with respect to the scatterer phasing) the chance is good 
that one can observe two peaks when the scatterers are separated by at least 
the half-power width of the point-target response of the waveform. Since the 
half-power width of the point-target response of a waveform with bandwidth 
B and duration T is about 11 B in range delay and 11 Tin Doppler, resolution 
in range delay came to be defined as the reciprocal of the signal bandwidth B, 
and resolution in Doppler as the reciprocal of the signal duration T. Since 
weighting for sidelobe suppression widens the point-target response, it was 
also concluded that weighting degrades resolution. 

The question of resolution performance on ideal point scatterers is so 
basic and has such importance that it is worthwhile to reexamine it [ I ,  41. In 
the left half of Figure 1.22, we show the composite crossrange response from 
two ideal point scatterers of equal strengths and zero phase difference, with a 
separation of 1.2 crossrange resolution cells or gates. (For a signal duration T, 
Doppler separation is 1.21 T.) The intensity response of the left upper plot 
shows that there is a single response even when the separation of the two scat- 
terers is 20% larger than the basic resolution cell. However, the half-power - 
width of the response is 35% larger than that of a single point scatterer. 

The transform of the response, as shown in the right half of Figure 1.22, 
is more revealing. The amplitude is strongly modulated, and the phase has 
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Figure 1.22 Response and transform of two  point scatterers, equal strengths, in phase, 
separation of 1.2 resolution cells. 

half-cycle jumps at the times of the amplitude minima. This transform of the 
response is, of course, just the composite signal returned from the two scat- 
terers. Thus we find that the signal is easier to understand than the response. 
The general return from two scatterers is derived in Appendix A. 

For our present introductory discussion, we consider the fact that the 
return from two interfering scatterers may be represented by the well-known 
phasor diagram of one vector rotating about another. The sum vector varies 
from the maximum when both vectors are aligned, to minimum when they 
are out of phase, with the sum dropping to zero for equal-strength scatterers. 
At this point the phase switches its sign, which implies a half-cycle phase 
jump. (This goes back to the definitions of amplitude and phase of a complex 
signal, where a real signal amplitude that drops to zero must be accompanied 
by a half-cycle phase jump.) These facts are represented by the amplitude and 
phase functions on the right. We chose the separation of the two scatterers 
slightly larger than one resolution cell in order to include the phase jumps in 
the figure. 

Clearly, if we can observe the signal from one amplitude minimum to 
the next, or a full modulation period, we can recognize the presence of two 
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scatterers, and from the modulation period obtain the differential Doppler. 
Thus we find that the composite signal JFom the two scatterers allows us to 
achieve a Doppler resolution of l / T ,  even though there is a single in ten~ i t~peak .  
From the flat phase function we conclude that the two scatterers are located 
symmetrically with respect to the center of the image interval, and the fact 
that the amplitude reaches a null implies that the two scatterers have equal 
strengths. Hence, the signal not only easily reveals the fact that there are two 
scatterers, but also their positions and strengths. The relations for arbitrary 
scatterer separations, relative strengths, and phase differences are derived in 
Appendix A. They will be used when the actual resolution algorithm is 
applied. 

- - 

Figure 1.23 shows the response and signal of the two point scatterers, 
with only a changed phase relation. Instead of a phase difference of 0" we 
introduce a phase difference of 180°, changing from constructive to destruc- 
tive interference between the two scatterers. The corresponding response is 
shown in the left half of the figure, with the transform or return signal in the 
right half. The intensity response now correctly shows two peaks. However, 
whereas the actual scatterer positions are at -0.6 and 0.6 crossrange gates, 
the positions of the peaks are at -0.9 and 0.9 gates. This is a practically 

Relative time 

Figure 1.23 Same as Figure 1.22, except destructive interference. 



44 Theory and Practice of Radar Target Identification 

unacceptable error of 0.3 resolution cells. (In practice there are too many 
other sources of error to allow an error of 0.3 cells in the ideal case.) The sig- 
nal in the right half of the figure still allows us to measure the positions of 
the two scatterers relatively accurately, but not as accurately as in the case 
of constructive interference. The problem lies with measuring the length of 
the modulation cycle, in the present instance the separation of the amplitude 
maxima. 

The difference between the two cases would not be significant if 
we could measure the return signal directly. In practice, we form an image, 
but in the process we must use weighting for sidelobe suppression. Then a 
response or two responses are selected by windowing, the transform is taken, 
and the resulting signals are deweighted to remove the weighting that is no 
longer needed. This entails unavoidable interference and errors, and in our 
present illustration of the ideal point scatterers we included the weighting 
and deweighting so as not to be entirely unrealistic. The weightingldeweight- 
ing process results in distortions of the amplitude function of the signal near 
the fringes of the display window, in this instance near the amplitude 
maxima, as apparent in the right top curve in Figure 1.23. Thus we cannot 
measure the positions of the maxima as accurately as we could measure the 
positions of the minima in Figure 1.22, but the resulting position error is far 
smaller than if one accepted the positions of the intensity peaks. 

When two scatterers have a constant differential Doppler, the phase 
relation between them changes linearly with time. In practice, we thus can- 
not time our observation so that there is a specified phase relation between 
the scatterers. Similarly, since the Doppler difference between the scatterers 
is unknown a priori, the signal duration (or observation interval) likewise 
cannot be selected so that a specified number of amplitude maxima or min- 
ima are observed. The actual situation can be understood from a generaliza- 
tion of the interference pattern between two point scatterers. Figures 1.22 
and 1.23 show different parts of this pattern. The general amplitudelphase 
pattern of the combined return from two ideal point scatterers of equal 
amplitudes is given in Figure 1.24. 

In the previous illustrations we considered an observation interval, or 
signal duration, slightly larger than one modulation period. In order to 
extract the positions of the scatterers and their relative strengths from the 
composite return, we must observe at least one full modulation cycle of the 
repetitive signal. This requirement defines the inherent resolution limit of 
radar. The terms constructive and destructive interference can apply only at 
specific instants, and they refer to the phase relation of the two scatterers 
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Relative time 

Figure1.24 General arnplitudelphase pattern for two point scatterers of equal 
amplitudes. 

at the center of the observation interval. By comparison, how long do we 
have to observe the scatterers in order to obtain their positions with adequate 
accuracy from the positions of their intensity responses? As is shown in [ I ,  41, 
we need about two modulation periods rather than one. This justifies the 
claim that utilizing the intensity image degrades resolution by about a factor 
of two. As was discussed above, when we work near the resolution limit of 
11 Tand have only one full modulation cycle available for the measurement, 
there is a performance difference between the cases of constructive and 
destructive interference. As the number of observed cycles increases, effects 
on the fringes of the displayed curves become insignificant, so that the per- 
formance difference disappears; but then resolution is no problem anyway. 

In contrast, the distinction between constructive and destructive inter- 
ference, or more generally phase differences of O0 and 180°, becomes rather 
important when the observation interval decreases below one modulation 
period. This is equivalent to the statement that the two scatterers are sepa- 
rated by less than one resolution cell, so that they cannot be properly 
resolved. Suppose, as an extreme, the differential Doppler between the two 
scatterers is so small in relation to the signal duration that the observation 
interval is a small fraction of one modulation period in Figure 1.24. Since the 
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phasing of the two scatterers depends on the accidental time of observation, 
this observation interval may fall anyhere  on the curves of Figure 1.24. If it - 
cuts out a window near an amplitude maximum, there will be a strong return 
that appears to come from a single scatterer. As the window is shifted in time 
(or the phasing of the scatterers changes due to the differential Doppler), 
when the window is centered on an amplitude minimum, the return will not 
be measurable in the background. Thus, we essentially have a scatterer with a 
fluctuating cross section that may or may not be observable, depending on 
the phase between the two scatterers at the time they are illuminated. (The 
example illustrates that the problem of a "fluctuatingn target disappears with 
increasing resolution.) 

The conventional definition of resolution considers two point scatter- 
ers of equal strength, because different relative strengths lead to different - 
deformations of the intensity pattern. In other words, resolution becomes 
even less precisely defined on the basis of the intensity pattern if two scatter- 
ers can have different strengths. Nevertheless, as is shown in [I ,  41, it remains - 
true that actual resolution on the basis of the intensity response remains at 
about 21 Tor 2/B  even when the scatterer strengths differ. We now show that 
resolution, properly defined using the complex response, is independent of 
the scatterer strengths. We use the same two-scatterer configuration as for 
Figure 1.24, except that the amplitude of one scatterer is halfthe amplitude 
of the other. The resulting amplitudelphase pattern is shown in Figure 1.25. 
By comparison with Figure 1.24, the amplitude minima are less deep and the 
phase near an amplitude minimum changes less sharply. Nevertheless, we 
will retain the term "phase jump" to denote the association of the phase 
change with an amplitude minimum. A phasor diagram makes it clear that 
the modulation period is still governed by the differential Doppler, and that 
the phase change near the amplitude minimum is more gradual than when 
both vectors have equal lengths. This is seen quantitatively from the relations 
in Appendix A. - - 

Even though the use of the complex response improves resolution by a 
factor of two over the performance obtained with the intensity response, this 
is not superresolution. The improvement is due merely to the utilization of 
the full signal, amplitude and phase, rather than only one of its two compo- 
nents. Superresolution starts when we try to resolve the two scatterers by 
observingless than a full cycle of the modblation pattern, since we then can- 
not directly measure the separation of the amplitude maxima or minima, or 
of the phase jumps. As an illustration, in Figure 1.26 we show the same case 
of constructive scatterer interference as in Figure 1.22, except that the 
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Relative time 

Figure 1.25 Amplitudelphase pattern when the ratio of scatterer amplitudes is 0.5. 

separation of the two scatterers was reduced to 0.8 gates. Thus we cannot 
measure the positions of the two amplitude nulls or phase jumps. In fact, we 
cannot tell from the response or the signal that the amplitude minima should 
be null, because we do not know that the two scatterers have equal strengths. 

In the absence of noise, we can compare the shape of the amplitude 
function at the top right of Figure 1.26 with the shapes of the ampli- 
tude functions for different relative strengths of the two scatterers, such as in 
Figure 1.24 for equal strengths or Figure 1.25 for an amplitude ratio of 0.5. 
Without noise, we could indeed determine the depth of the amplitude min- 
ima and their positions by this process, so that the scatterer positions could 
be determined. This would be true superresolution. The achievable accuracy 
evidently degrades as noise is allowed, and even more seriously if there is 
interference from other scatterers. Also, the fitting process between the ideal- 
ized and the measured curves becomes more uncertain when a smaller frac- 
tion of a modulation cycle is observed; that is, when the scatterer separation 
is reduced. 

The problem of superresolution varies with the phase difference 
between the two scatterers. In Figure 1.26 we considered constructive inter- 
ference. In Figure 1.27 we show the same situation as in Figure 1.26, but 
with destructive instead of constructive interference. Toward the fringes of 
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Figure 1.26 Two scatterer returns as in Figure 1.22, except for a scatterer separation of 
0.8 gates. 
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Figure 1.27 Repeat of Figure 1.26, but with destructive interference. 
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the displayed interval, where the composite return is strong, we have the dis- 
tortions due to weighting and deweighting. In the center of the interval the 
signal strength is low and the amplitude changes nearly linearly. The combi- 
nation of the two facts makes fitting an idealized curve much more problem- 
atic than in the case of constructive interference, so that superresolution gives 
less accurate results for destructive phase interference. 

For ideal point scatterers as considered above, and in a benign noise 

and interference backpound, the inherent resolution performance of radar 
could be realized without the methods of complex-image analysis. If a target 
is modeled by a set of fixed point scatterers, the resolution problem can be 
formulated in mathematical terms, and processing algorithms can be derived 
on that basis. This is the approach for various superresolution methods. 
Indeed, the main part of the gain claimed for superresolution methods is the 
factor of two in resolution lost when only the intensity output is utilized. 
The reason that superresolution methods do not work in practice is that 
complicated targets cannot be modeled by sets of fixed point scatterers. 
Much more complicated target models have also been introduced. Our posi- 
tion, which is supported by the analysis of images generated by very compli- 
cated models, is that such complicated targets as aircraft, ground vehicles, 
and ships cannot be mathematically modeled with sufficient realism to serve 
as the basis for workable signal-processing algorithms. 

Despite the accuracy problems with superresolution, we do make use of 
a small degree of superresolution in complex-image analysis. We point out, 
however, that this is quite different from mathematically modeling a target and 
simply accepting the results of superresolution processing. First, we attempt 
only a small degree of superresolution. Second, this is done only for the simple 
case of two point scatterers. Third, in each such case we check the adequacy of 
the two-scatterer model. This will be discussed in more detail later. 

Our basic discussion of one-dimensional resolution was given in terms 
of Doppler resolution. It follows from the duality between time and fre- 
quency that the discussion applies equally well for range resolution. Instead 
of a response in crossrange, we then have a response in range. The transform 
now is the frequency spectrum instead of the time signal. The composite 
spectrum from two scatterers has amplitude and phase modulation that per- 
mits us to determine the ranges and strengths of the two scatterers. All of the 
preceding figures apply when the coordinates are changed appropriately. 

1.3.1.2 Resolution of Two Point Scatterers in Two Dimensions 

We have generally shown that the limiting resolution performance of radar 
can be realized by examining the composite signal returned from two 
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scatterers separated in crossrange, or the composite spectrum from two scat- 
terers separated in range. In practice, the first case requires taking an image 
cut in the range gate of the two scatterers (they are separated ~ n l y  in cross- 
range), and taking the transform. In the second case we take an image cut in 
the crossrange gate of the two scatterers, and again examine the transform of 
the image cut. The question is how to extend the procedure to the more gen- 
eral two-dimensional case when the two scatterers must be resolved in range 
as well as crossrange. The only practical solution (in the sense that it must 
also apply to real targets) we have found is to examine a succession of image 
cuts, at different angles through a single point in the rangelcrossrange plane. 
In our implementation, we use 18 equally spaced image cuts in the image 
plane, thus considering an image cut every 10'. The point of intersection of 
the 18 image cuts is usually chosen at a response peak of the two-dimensional 
image, but this need not be the case. 

In principle, it is possible to perform a two-dimensional analysis of an 
image response without examining one-dimensional image cuts. As we show 
below, even the one-dimensional analysis requires adaptive adjustment of a 
transform window about the response. A similar adjustment of the bounda- 
ries of a two-dimensional region about the response is so difficult that we 
have not attempted it. 

As an illustration of the procedure by which two point scatterers are 
resolved in both range and crossrange, in Figure 1.28, Point A is the intersec- 
tion point of the (18, in our implementation) diagonal image cuts, or pivot 

Figure 1.28 Implementation of two-dimensional resolution 



Target Ident$cation, Measurement Requirements, and Algorithms 51 

point, and Point B is the location of a scatterer. The circles about Point B 
represent equal-amplitude contours for a point scatterer. In each of the 
diagonal image cuts, the maximum amplitude occurs at the point of the cut 
closest to the scatterer position. The locus of these points is traced by the 
heavy curve in the figure. The shape of the (complex) response generated by 
cutting through the response of the point scatterer is determined by the two- 
dimensional weighting function (for sidelobe suppression) used to form the 
image. For example, with circular Gaussian weighting the image cuts at the 
various angles generate Gaussian responses of the same width and linear 
phase. Thus, the actual positions of the amplitude maxima in the one- 
dimensional cuts, if measured accurately in the image, should fall on the 
heavy curve in the figure. The distance from Point A to any of these positions 
varies as the cosine of the angle between the image cut and the line 
from Point A to Point B, as given in the figure. Although we have assumed 
Gaussian weighting, the differences for different weighting functions are 
minor. 

If we examine image cuts in the vicinity of a single point scatterer, we 
can trace out the entire cosine pattern obtained by progressively cutting 
through the response of the scatterer. However, if two scatterers are involved, 
only part of the pattern for each can be obtained. T o  understand this, con- 
sider two point scatterers and an image cut along the line connecting the two 
responses. Let this line rotate about the midpoint between the two scatterers. 
As is seen from Figure 1.28, the measurement point in accordance with the 
heavy curve is at the perpendicular projection of the scatterer position on the 
image cut. When the image cut is along the line connecting the two scatter- 
ers, the separation of the projected points for the two responses is thus larg- 
est. As the image cut is rotated, when it is at 90' relative to the initial 
connecting line, the two projected points coincide, so that the two responses 
fully overlap. Somewhere between the initial and the last orientation of the 
image cut the projected points, and hence the responses in the image cut, will 
be separated by the minimum resolvable distance. At higher rotation angles 
we cannot measure the locations of both projected points. Thus, the measur- 
able locus of the projected point is truncated to less than the full cosine pat- 
tern. The degree of truncation depends on the relative scatterer strengths and 
phasing, but truncation occurs when the projected points are sepa- 
rated by slightly less than one gate. This is an example of using a small degree 
of superresolution to perform the measurements over an extended angular 
sector, with the scatterer position robustly defined by a curved segment 
rather than by just a point. 
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1.3.1.3 A Modified Procedure for Interactive Analysis 

Since complex-image analysis amounts to an expert system approach where 
one must first analyze real data to obtain insight and develop a processing 
approach, and then in a separate step automate the algorithms, the TSA 
is used in two ways: for interactive analysis and fully automated processing. 
The two-dimensional TSA described above is too unwieldy for interactive 
processing, because it involves 18 image cuts in which scatterer measure- 
ments must be made. For this reason, we utilize a modified version in which 
the two-dimensional positions of the two scatterers are derived from one 
fixed-range and one fixed-crossrange cut through the response peak to be 
analyzed, possibly refined by a few additional fixed-range and fixed- 
crossrange cuts in the vicinity of the response peak. For real data, this modi- 
fied version is less accurate than that involving diagonal cuts, but it is often 
good enough for the purposes of interactive processing. 

Often, there may be two scatterer positions derived from the image cut 
in the range gate of the response, and two positions from the image cut in the 
crossrange gate of the response. The correct range position must be associ- 
ated with the correct crossrange gate position, so as to avoid scatterer 
"ghosts." The association of the measurement results from the fixed-range 
and fixed-crossrange cuts may require additional cuts in the vicinity of the 
response peak. The algorithm that determines where to place these cuts 
incorporates several branch points. In order that the details of placing the 
cuts not detract from the explanation of the basic principles of implementing 
the inherent resolution capability of radar, we defer explanation of the modi- 
fied version of the two-dimensional TSA to Appendix F. 

1.3.2 Implementation of the TSA for Ideal Point Targets 

In this section we discuss the basic measurement algorithm that allows one 
to realize the resolution performance inherent in radar. This will be partly 
a brief summary of material found in [I] and partly an extension to truly 
two-dimensional measurements. This basic resolution algorithm is indispen- 
sable to working with real data. We derive two-dimensional scatterer posi- 
tions from position measurements in a series of one-dimensional image cuts 
through a response. As mentioned above, it is possible in principle to 
perform a two-dimensional analysis of each response without examining 
one-dimensional image cuts, but adaptive adjustment of the boundaries of a 
two-dimensional region about the response is so difficult that we have not 
attempted it. 
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1.3.2.1 Basic One-Dimensional TSA 

The one-dimensional TSA compares a Fourier transform of a response to the sig- 
nal generated by two interfering jxed point scatterers, which is characterized 
by a sinusoidally varying squared amplitude (power), with phase "jumps" at 
the times of amplitude minima and linear phase at the times of amplitude 
maxima, as shown in Figure 1.29. The left half of the figure shows an image 
cut through the two responses, separated by 5.6 gates (resolution cells). The 
top box gives the image amplitude; the bottom gives the image phase. 
The right half of the figure, which shows the Fourier transform of the left 
illustrates the ideal two-scatterer pattern. Again, the top box gives the trans- 
form amplitude and the bottom box gives the transform phase. Note the 
correspondence of these in Figure 1.25. 

As discussed above in conjunction with Figures 1.24 and 1.25, we use 
the term "phase jumps" for the rapid changes of the transform phase at the 
times of the amplitude minima, even though the change is strictly a jump 
only for two equal-strength scatterers. The image abscissa is labeled "diagonal 
gates," as a reminder that the one-dimensional procedure is not constrained 
to fixed-range or fixed-crossrange cuts. A separation of one gate along the 
abscissa corresponds to critical sampling in the image cut. The transform 
abscissa normalization, from -0.5 to 0.5, is chosen so that, with phase meas- 
ured in cycles, phase slope directly gives position in the image cut. With this 
normalization, a transform phase slope of 1.0 (accompanied by a constant 

Image cut (diagonal gates) Transform 

Figure 1.29 Two-scatterer interference pattern. 
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transform amplitude) corresponds to an image response located 1.0 gates left 
of the center of the image cut interval displayed in the figure. 

In the example case of Figure 1.29, the positions and amplitudes of the 
fully resolved scatterers can be measured using the conventional image - 
amplitude response, without phase data and without performing the trans- 
form. The two responses are separated so much that the improvement in 
resolution by the factor of two obtained by using the complex image is not 
needed. In fact, before applying the TSA to a response, we measure the nor- 
malized half-power width of the response (its half-power width divided by 
that of a fixed point scatterer) and its skewness (the ratio of the right and left 
half-power half-widths). If the normalized half-power width and the skew- 
ness are sufficiently close to unity (in our software, we require that they be 
within 6% and 12% of unity, respectively), we interpret the image cut as cor- 
responding to a single well-resolved scatterer at the location of the amplitude 
peak and do not apply the TSA analysis. The utility of the transform plots 
lies in our ability to interpret the information when the scatterers are sepa- 
rated by less than two resolution cells or gates. With extrapolation to obtain 
some degree of superresolution, the interpretation of the transform is possi- 
ble until the scatterer separation decreases to about half a resolution cell, 
depending on the relative scatterer phasing. Thus, at the most we attempt 
superresolution by a factor of two, but only when the pattern of the trans- 
form is clean enough. - 

The analysis of the two-scatterer pattern is quantitative (see Appendix A), 
but even inspection of the pattern allows us to extract information about the 
two interfering scatterers. The separation of successive amplitude minima (or 
successive phase jumps, or successive amplitude maxima) tells us the separa- 
tion of the two scatterers. With the normalization employed in the figure, 
the separation in resolution cells of the scatterers is the reciprocal of the sepa- 
ration of the minima of the transform amplitude. In this case, a normalized 
separation of the minima of about 0.18 gives the correct scatterer separation 
of 5.6 resolution cells. 

The size of the phase jumps (or, alternatively, the ratio of amplitude 
minima to maxima) tells us the relative strength of the two scatterers. Equal 
scatterer amplitudes give half-cycle jumps and zero-amplitude minima. 
When the two amplitudes differ, as in Figure 1.29, the amplitude minima 
are less ~ronounced relative to the maximum, and the phase jumps are 
smaller and less sharp. The ~ h a s e  slope at the time of the amplitude maxi- 
mum corresponds to a scatterer location close tc the position of the stronger 
of the two scatterers, by the phase capture effect. By combining this phase 
slope and the phase slope over the entire transform with the scatterer 
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separation and relative strengths, we can determine the positions and ampli- 
tudes of the two scatterers (see Appendix A). 

Figure 1.29 shows an interference pattern of two well-resolved scatter- 
ers. In practice, the two-scatterer pattern is of interest only for unresolved 
intensity responses, responses separated by less than about two resolution 
cells. We now proceed to such a case. Figure 1.30 shows a fixed-range image 

cut through the intensity peak of a simulated response composed of two 
interfering fixed point scatterers. For such a fixed-range cut, the data points 
vary in crossrange. The image domain abscissa is labeled with two scales, 
one giving crossrange in the image, and the "relative" scale being an arbitrary 
translation of the first, here set to zero at the peak location. The transform of 
such a fixed-range cut is the signal corresponding to the response peak, so the 
transform abscissa is labeled "Relative time." 

The image cut itself displays a widened amplitude peak with a bulge on 
its right side, accompanied by a curved phase function. Rather than judge the 
amplitude peak width by eye, we always consider the normalized half-power 
width of the peak, which in this case is 1.45. The small variation of the image 
phase, over just about 0.1 cycles, shows that the two scatterers contributing 
to the response are approximately in phase. Based on interpreting the image 
data, we could not easily decide whether this response corresponds to two 
interfering point-like scatterers or to one shifting scatterer. The decision is 

Relative crossrange (gates) Relative time 

I ' " ~ I ~ ' ~ ~ I ~ ' ~ ~ I ~ r ' ~ I ' ~ ' ' I ' ~ ' ~ I ~ ' " l ~  

-2 0 2 4 
Crossrange in image (gates) 

Figure 1.30 Fixed-range image cut through response from two  scatterers. 
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much easier with the transform data, which is a prototypical example of 
a two-scatterer pattern (sinusoidally varying squared amplitude, with phase 
jumps at the times of amplitude minima and linear phase at the times of 
amplitude maxima). 

If we measure the times of the amplitude minima (which correspond 
to the times of the phase jumps) and the size of the phase jump, the scatterer 
positions can be calculated (by the process described in Appendix A). The 
dashed vertical lines of Figure 1.30 show that the amplitude minima occur at 
relative times -0.44 and 0.29. The phase jump appears to be 0.30 cycles, 
between the dashed horizontal lines tangent to the transform phase curve. 
However, because the phase jump is not instantaneous, the relative times 
when the tangency occurs will change if a linear phase function is added to 
the transform phase curve, corresponding to a different centering of the 
image response in the image cut window. If the image cut of Figure 1.30 
began at Relative Crossrange Gate -3.0 instead of -4.0, the transform phase 
would yield different times of tangency, and the measured size of the phase 
jump would change. 

In order to eliminate this variability in the size of the phase jump, we 
remove any linear phase slope introduced by the choice of the position of the 
transform window. In order to do this, we perform a linear least-squares fit to 
the transform phase, subtract the fit, then define the phase jump. This proce- 
dure is justified in Appendix A. We note here that the size of the phase jump 
may also be derived from the ratio of the amplitude minima to the amplitude 
maxima, and that the degree of consistency between the sizes as measured 
from phase jumps and derived from amplitude minima and maxima provides 
one measure of the agreement of the data with the model of two interfering 
scatterers. Such measures allow one to determine when the model is applica- 

- - 

ble, and to estimate the error in the derived scatterer positions. Figure 1.3 1 
shows Figure 1.30 after the removal of the linear fit to the transform phase. 
Corresponding to this removal, the image cut has been circularly shifted; the 
image cut peak, shown by the dashed vertical line, has moved from Relative 
Ctossrange Gate 0.00 in Figure 1.30 to Gate 0.27 in Figure 1.31. The hori- 
zontal dashed lines tangent to the transform phase of Figure 1.31 show a 
phase jump of 0.25 cycles. With the phase jump relative times of -0.44 and 
0.29, the TSA (as given in Appendix A) yields scatterer positions of Cross- 
range Gates -0.05 and 1.33. 

For the sake of brevity, in the following illustrations that involve meas- 
urements of phase jump size, we show the image cut and its transform, but 
not the result of subtracting the linear fit to the transform phase. We give val- 
ues for the phase jump as measured after the subtraction of the linear fit. 
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Figure 1.31 Figure 1.30 with linear transform phase removed. 

Figure 1.32 shows the fixed-crossrang cut through the same two- 
dimensional image intensity peak as used for the fixed-range cut of - . . 

Figure 1.30. For the fixed-crossrange cut the data points vary in range, and 
the transform is the spectrum corresponding to the response peak, so its 
abscissa is labeled "Relative frequency." The response in this image cut has a 
normalized half-power of 1.02 and a nearly linear phase. The transform 
amplitude changes very slowly with frequency, and the transform phase is 
linear. This corresponds to a single scatterer, or to two scatterers that are so 
close in range relative to resolution performance that they might as well be 
considered a single scatterer. Thus, we must estimate a single range at the 
peak position in the cut, Range Gate 0.1 1. 

W e  assi,n each measurement an uncertainty based on the degree of agree- - 
merit of the measurement and the one-scatterer or two-scatterer patterns, but 
with a minimum uncertainty of 0.2 gates (which applies for both dimensions 
of our example). Details are contained in Appendix A. 

A more complicated situation arises if a small amount of extrapolation, 
or superresolution, is required to measure the positions of two scatterers that 
contribute to a response. Figure 1.33 shows a fixed-range image cut through 
another simulated response composed of two fixed point scatterers. The 
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Figure 1.32 Fixed-crossrange image cut through response from two  scatterers. 

Relative crossrange (gates) Relative t ime 

Figure 1.33 Fixed-range cut through another simulated response. 

image response has a normalized half-power width of 1.21, with the right 
side of the amplitude response wider than the left, and a curved phase 
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function. The small amount of phase curvature is consistent with two inter- 
fering point scatterers that are roughly in phase, as well as with a single 
scatterer with a shifting phase center. The transform shows that the response 
corresponds to two interfering scatterers. The transform amplitude has the 
required variation, with the transform phase exhibiting a phase jump (indi- 
cated by the vertical dashed line) when the transform amplitude passes 
through its minimum, near relative time 0.32. 

We observe only one phase jump in the transform, and must be suspi- 
cious about the null in the transform amplitude at relative time -0.48, 
because of the smoothness of the accompanying phase function, and imper- 
fections in deweighting the windowed image response. However, the trans- 
form amplitude is very symmetric about its peak near relative time -0.13. 
We  can use this symmetry to extrapolate the position of a second amplitude 
null (and corresponding phase jump); we substitute a symmetrical function 
about the peak at -0.13, mirroring the section from -0.13 to 0.33 in order 
to find the true position of the null at -0.59. 

The dashed horizontal lines of Figure 1.33 show the size of the phase 
jump, based on the displayed transform phase function. However, as discussed 
above, we must subtract a linear fit to the phase function before measuring the 
jump. Doing so gives a phase jump of 0.17 cycles. With the jump times of 
-0.59 and 0.33, the algorithm of Appendix A gives crossrange positions 
of Crossrange Gates -0.01 and 1.06 (the actual positions are 0.00 and 1 . lo).  

Measurement uncertainty generally increases when such extrapolation is 
necessary, because fewer checks of consistency between the data and the two- 
scatterer model are available. For example, we cannot compare the values of 
different phase jumps and amplitude minima, but are restricted to examining 
consistency of one phase jump with its corresponding amplitude minimum. 
The very act of extrapolating the time of the second phase jump also contrib- 
utes to the increased uncertainty: In order to minimize this contribution, our 
automated measurement procedure extrapolates in three different ways, and 
requires that at least two be consistent. The first extrapolation method is 
via the symmetry discussed above. The second fits a cubic polynomial to the 
amplitude between the transform peak and close to the transform edge, then 
finds the first zero or minimum of the fit. The third exploits the fact (shown 
in Appendix A) that the two-scatterer transform power has a sinusoidal varia- 
tion whose period is the reciprocal of the scatterer separation. This means 
that the derivative of the transform power is a pure sinusoid with the same 
period. Thus, the peak of the Fourier transform of the derivative of the trans- 
form power occurs at the separation of the two scatterers, and the reciprocal 
of this is the separation of the transform phase jumps. 
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1.3.2.2 Two-Dimensional TSA 

As described in Section 1.3.1.2, we analyze an image response by examining 
18 evenly spaced image cuts passing through the response peak. The analytic 
result for perfect measurements in the one-dimensional cuts (see Figure 1.28) 
shows that, as the cut angle varies, the distance from the measured one- 
dimensional position to the intersection point of the image cuts should have 
a cosinusoidal variation. We can describe this mathematically as 

where 6 is the polar angle of a cut, 6, is the polar angle of the line from 
the intersection point of the cuts to the scatterer, do is the distance from the 
intersection point to the scatterer, and d(6) is the distance from the intersec- 
tion point to the measured location in the cut at polar angle 6. If two or more 
scatterers interfere with one another, resolution considerations dictate that 
we will be able to observe only part of the cosine pattern. 

T o  perform the association of the one-dimensional measurements, we 
compare subsets of the one-dimensional measurements to the analytic form, 
solving for do and 60 by linear-least-squares. Using standard error propaga- 
tion and the estimated uncertainties in the one-dimensional measurements, 
we derive uncertainties in do and OO. Generally, several overlapping subsets 
correspond to a given scatterer, and we must choose one for the association. 
We use that subset with the smallest variance about the analytic form. 
In considering subsets, we begin with those one-dimensional measurements 
away from the pivot point (the intersection point) of the image cuts. The 
association results away from the pivot point dictate how we treat the meas- 
urements near it, because a scatterer away from the pivot point implies that 
measurements in cuts roughly perpendicular to the line between the pivot 
point and the scatterer will be near the pivot point, and are not indicative of a 
scatterer near the pivot point. Rather, they must be disregarded. 

Figure 1.34 shows the results of diagonal cuts for the simulated data 
used in Figures 1.30 and 1.32. Line segments in the figure indicate positions 
measured in one-dimensional cuts, with the length of the segment showing 
the measurement uncertainty. The minimum uncertainty of any measure- 
ment is taken as 0.2 resolution cells. Crosses indicate two-dimensional scat- 
terer positions derived with the association procedure described above. 
Curves through the crosses show the cosine dependence of the fit to the data. 
Annular sections show the uncertainty about the two-dimensional positions, 
with a minimum radial uncertainty of 0.2 resolution cells. Circles show the 
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Peak 
0.25 0.09 

Scatterers 
-0.00 0.01 
k0.20 0.38 
1.37 0.61 

f0.24 0.47 

Crossrange 

Figure 1.34 Results of diagonal cuts for case of Figures 1.30 and 1.32. 

actual simulated scatterer positions. The light background curves are ampli- 
tude contours separated by 3 dB. The contours show that one could not 
derive the scatterer positions on the basis of amplitude alone. The derived 
scatterer positions of Crossrange Gate 0.00 f 0.20 and Range Gate 
0.01 f 0.38, and Crossrange Gate 1.37 f 0.24 and Range Gate 0.61 + 0.47 
are in excellent agreement with the actual positions of Crossrange Gate 0.00 
and Range Gate 0.00, and Crossrange Gate 1.40 and Range Gate 0.60. 

Figure 1.35 shows the results of diagonal cuts for the simulated data 
used in Figure 1.33, in the same format as in Figure 1.34. The measured 
scatterer positions of Crossrange Gate -0.01 + 0.30 and Range Gate -0.01 f 
0.37, and Crossrange Gate 1.19 f 0.20 and Range Gate 0.72 + 0.23 are in 
good agreement with the actual scatterer positions of Crossrange Gate 0.00 
and Range Gate 0.00, and Crossrange Gate 1. I0  and Range Gate 0.90. The 
difference between the derived and actual scatterer positions for the second 
scatterer is attributable to a mismeasurement in the position represented by 
the lowest line segment intersecting the uncertainty annulus. This mismeas- 
urement is due partly to imperfections in automation and partly to the 
implementation of windowing procedures designed to minimize the effects 
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Figure 1.35 Result of diagonal cuts for case of Figure 1.33. 

on one-dimensional cuts of interference from more than two scatterers. 
These procedures are discussed in Section 1.3.3.1. 

1.3.3 Application to Real Data 

We have described the one-dimensional TSA, and how the results of 18 one- 
dimensional image cuts are combined into the two-dimensional TSA. This 
was done for two ideal point scatterers. The application of the TSA to real data 
poses a variety of problems, and in this section we discuss the specifics of how 
we have solved these problems. Such details tend to detract from the main 
issues of target identification. Hence, at this point it might be appropriate for 
the reader to assume that the TSA works on real data, and to postpone studying 
this section in detail until the actual processing algorithms become of interest. 

1.3.3.1 Propert ies o f  Real-Data Analysis 

A two-dimensional image of a real target generally contains a large variety of 
responses. There may be a well-resolved, or isolated, response from a scatterer 
with a stable phase center, or from a scatterer with a significantly shifting 
phase center. A relatively well-resolved response may come from two interfer- 
ing scatterers, both with stable phase centers, both with shifting phase 
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centers, or one with a shifting and the other with a stable phase center. There 
may be a group of poorly resolved responses. There could be isolated spuri- 
ous responses or entire sets of spurious responses. It is necessary to analyze 
each response or each group of responses individually, and then to choose the 
appropriate processing algorithms. 

Each response is analyzed by examining 18 evenly spaced image cuts 
through the response peak. In each cut, we first test whether the response is 
from an isolated single scatterer, in which case the amplitude of the trans- 
form must be nearly constant. If not, we next test whether the response is a 
composite response from two interfering scatterers. This is done by examin- 
ing whether the amplitude and phase functions of the transform have the 
appropriate patterns. If this is not the case, we test whether some part of the 
response can be decomposed into two interfering scatterers. 

We describe our specific implementation of these tests. The first test is 
that for a relatively isolated response from a single scatterer. We break this 
test into two checks. The first check is very simple: if the normalized half- 
power width and skewness of the response are within 6% and 12% of unity, 
respectively, we declare an isolated response from a single stable scatterer. 
However, a normalized half-power width outside this interval may corre- 
spond to an isolated response from a single shifting scatterer. The check for 
this situation is implied in the one-dimensional TSA: if the response is due 
to a single scatterer, the amplitude of the transform of an image cut through 
the scatterer will be essentially constant. This is because the backscattering 
strength of a scatterer does not change much over the small aspect angle sec- 
tors and the bandwidths used for imaging. The phase function of the trans- 
form is determined by the combination of the behavior of the phase center 
and any residual uncompensated target motion. If the motion compensation 
is good, the phase function describes the shifting of the phase center: a linear 
function in the case of a stable phase center or a curved function when the 
phase center shifts with aspect angle or frequency. 

As a side remark, this test of amplitude constancy of the transform has 
an important application far exceeding its use in deciding whether a response 
comes from a single scatterer. It is used in fixed-range image cuts to analyze 
the motion behavior of scatterers in order to determine processing steps for 
motion compensation and image time selection. This is discussed in detail in 
Sections 2.3.2.3 and 2.3.3. 

The second test, applied only when the response fails the first test, is for 
a composite response from two scatterers. In the absence of significant inter- 
ference from surrounding scatterers, the amplitude function of the transform 
of such a response will show a good approximation of the interference 
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pattern from two ideal point scatterers. The phase function will also approxi- 
mate that of two ideal scatterers, unless one or both of the actual scatterers 
have shifting phase centers. In the latter case, the phase function of the trans- 
form will be curved where it should be linear, but otherwise the amplitude 
and phase patterns will be those of two interfering scatterers. We will gener- 
ally perform the measurements as if we were dealing with two fixed point 
scatterers, but depending on how well or poorly the amplitudelphase pattern 
of the transform approximates that of two ideal point scatterers, we will 
assign different uncertainties to the measurement. The basic algorithm could 
be extended to include the case of scatterers with shifting phase centers, but 

- - 

we have not done so. 
The third test is applied only when the response fails the first two tests. 

We must try to choose a transform window such that the amplitudelphase 
pattern of the transform at least approximates that of two ideal point scatter- 
ers. When this can be done, we again assign measurement uncertainties that 
depend on the quality of the approximation of the pattern. These uncertainties 
will be larger than those from the second test. If too many responses fail all 
three tests, the radar has an inadequate resolution for the particular situation. 

The only remaining point is consideration of spurious responses, which 
are responses appearing in positions other than those of the associated scat- 
terers. Spurious responses can be divided into two classes. The first class, 
consisting of delayed returns and returns from moving parts, as shown in 
Figure 1.20, can be recognized by their location in the image. The second 
class consists of responses generated by shifting phase centers. Such responses 
can be readily recognized when they appear outside the target, if the clutter 
and noise levels are low enough, based on the response locations and phase 
curvatures [ I ,  51. However, when the intrinsic phase curvature of the spuri- 
ous responses is distorted by interference with strong target, clutter, or noise 
responses, these spurious responses are difficult to discriminate. They 
become stronger and more numerous as the carrier frequency is increased, 
because the sizes of the features become larger in comparison with the wave- 
length. For stationary targets, the best way to avoid a serious problem from 
spurious responses is to avoid operating at very high carrier frequencies. Indi- 
cations are that X-band may be the highest practical carrier frequency in that 
respect. For moving targets, we should avoid imaging when the motion is 
erratic or three-dimensional. 

The sequence of steps that we employ to extract scatterer positions and 
other characteristics is given by the flowchart in Figure 1.36. W e  locate 
the two-dimensional amplitude peaks and retain those stronger than an 
adaptively determined threshold (see Appendix H). We then discard 
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1 Locate 2-D intensitv oeaks 1 
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Apply adaptive threshold, 
discard spurious responses 

Generate 18 evenly spaced complex 
image cuts through each peak 

18 image cuts for each of M peaks 
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amplitude, 
each and extent i n  
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uncertainties 

L Use peak location and amplitude, with large uncertainties I U 
I 

.( 
I Combine measurements on cuts for each oeak I 

I Cull duplicates I 

Figure 1.36 Feature extraction steps. 

spurious responses. We analyze the remaining responses in the fashion 
described above, combining results of 18 image cuts through each response. 
As two interfering scatterers may generate two two-dimensional peaks, and 
our analysis of each peak may yield both scatterers, we cull duplicates in a 
final step. As well as position, we measure scatterer amplitude and extent, as 
discussed in Section 1.4. 

1.3.3.2 Evaluating One-Dimensional Image Cuts 

In most real data, the image responses we must analyze are not well resolved 
from other responses. We must define transform windows to exclude as 
much interference as ~ossible, without excluding too much of the responses 
of interest. Including too much interference or excluding too much of a 
response of interest will cause the transform to deviate from a one-scatterer or 
two-scatterer pattern. Thus, choosing transform windows appropriately can 
be critical to measurement accuracy. We have found that it is best to place 
the boundaries of the transform window close to the point where the 
scatterer to be retained and the scatterer to be excluded have equal 
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amplitudes-the point at which dominance shifts. We show in Appendix B 
that for two interfering point scatterers this shift coincides with a phase 
inflection point, and that if the interference is generally destructive the shift 
occurs close to an amplitude minimum. The procedure that we have imple- 
mented is to examine the transforms of windows whose boundaries are phase 
inflection points and amplitude minima, and if a transform is a good 
approximation of a one-scatterer or two-scatterer pattern, to vary the window 
boundaries slightly in order to improve the approximation to the pattern. 

Figure 1.37 shows an example of the distortion that can result from 
windowing out part of a response of interest. The figure shows a repeat of the 
image cut of Figure 1.30, with the right tail and sidelobes on both sides of 
the response excluded from the transform window. We note that although 
the shape of the transform amplitude has changed substantially, the separa- 
tion of the amplitude minima (or phase jumps) has changed by just a few 
percent. Similarly, there is just a small change in the size of the phase jumps 
(or ratio of amplitude maximum to minima). These features are more robust 
to windowing than the overall amplitude shape, so we rely on them in our 
position measurements. The amplitude distortion is particularly strong near 
the edges of the transform. This is a general result of windowing; the first and 
last 5% (roughly) of the displayed transform amplitude function cannot be 
relied upon. One must often exclude more of a response of interest than we 
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Figure 1.37 Windowed image of Figure 1.30. 
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have done in Figure 1.37, or place both transform boundaries to exclude 
parts of both responses of interest. Furthermore, the transform will be dis- 
torted by contributions from additional scatterers that could not be entirely 
excluded. The distortions of Figure 1.37 are relatively mild. 

The phase jumps of Figure 1.37 are more widely separated than those 
of Figure 1.30, and will therefore yield more closely separated scatterer posi- 
tions. This is consistent with the windowing of the image cut. The window 
cut out the right tail of the image response. We could also say that it cut out 
the tail of the rightmost of the two scatterers contributing to the response. 
This filtering shifts the centroid of that response to the left, and the trans- 
form effectively measures the separation of the scatterer centroids. This raises 
an important point. In practice, we apply such windowing to minimize the 
effects of a third scatterer on the transform. That third scatterer obscures 
the two scatterers of interest, making it difficult to ascertain how much 
of their returns are filtered out by the transform window, and by how much 
their centroids shift. We must ensure that we do not use a transform window 
that shifts the scatterer positions unacceptably. 

Verifying that the shift is acceptably small requires comparing scatterer 
positions derived from several different windows. Once we have found the 
window whose transform is the best two-scatterer pattern, we vary the win- 
dow boundaries by one-quarter of a resolution cell and remeasure the scat- 
terer positions. If the window has removed only a small part of the two 
scatterers of interest, the centroid shift will be small, as will the differences 
between the scatterer positions measured for different window boundaries. 
We accept the scatterer positions measured in the original window only if 
they are reproduced in the new windows, within one-tenth of a resolution 
cell. This small difference is acceptable, as we assign an uncertainty of at least 
one-fifth of a resolution cell to each measured position. 

Besides preventing mismeasurement due to interference from a third 
scatterer, this test also prevents us from erroneously utilizing a transform 
window that contains the return from one scatterer and a small part of a 
second, in which case the distorted pattern might be misinterpreted. Such a 
window could be problematic when the second scatterer is strong relative to 
the first. However, narrowing the boundaries of the window will usually pro- 
duce an unacceptable two-scatterer pattern, and will otherwise result in unac- 
ceptably large position shifts. 

1.3.3.2 Examples of TSA Analysis of Real Data 

In this section, we demonstrate the measurement of scatterer positions in real 
data of a motion-compensated flying aircraft, with a range resolution of 
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about 0.3m and a crossrange resolution of about lm.  Figure 1.38 shows a 
fixed-range image cut through a two-dimensional intensity image response 
peak. The response of interest, near Relative Crossrange 0, is not fully 
resolved from another response near Relative Crossrange 2.4. The normal- 
ized half-power width of the response of interest is 1.42, far too high for a 
single scatterer. This response is likely composed of two scatterers, with its 
interpretation made complicated by the presence of the second response. As 
discussed above, we set transform window boundaries near phase inflection 
points and amplitude minima, then evaluate the degree to which each trans- - 
form fits a two-scatterer pattern. 

Figure 1.39 shows the best window position and the resulting trans- 
form. The figure also includes curves labeled "m" (for model), which are the 
result of extracting the two scatterer positions, amplitudes, and phases via 
the TSA, generating the corresponding image cut, applying the same win- 
dowing as done to the real data, and taking the Fourier transform. The  mod- 
eled amplitude and phase are in excellent agreement with the real data. The 
amplitudes differ only near the edges of the transform, where deweighting 
amplifies contributions of the third scatterer to the real data. As discussed 
above, distortions are expected at these edges. The primary difference 
between the phases is a constant offset, which is insignificant. The TSA 
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Figure 1.38 Fixed-range image cut through aircraft response. 
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Figure 1.39 Transform and two-scatterer pattern for F igu re  1.38. 

gives scatterer positions (projected on the cut) of Crossrange -10.90 and 
Crossrange -9.70. These positions must be, and were, verified by varying the 
window position as described above. 

Figure 1.40 shows the fixed-crossrange cut through the response. The 
response amplitude has a slight bulge on its right-hand side, and the phase is 
curved. The response's normalized half-power width is 1 .02 and its skewness 
(ratio of right to left half-power half-widths) is 1.1 1. The skewness is nearly 
large enough to allow measuring the positions of two interfering scatterers 
via the TSA, but not quite. A transform of the interval between the ampli- 
tude minima bounding the response does not allow the extraction of two 
scatterer positions. We use the peak location, Range 0.08, as an estimate of 
our projected scatterer location(s). 

Figure 1.41 shows the results of automatically analyzing this 
response with the two-dimensional TSA. The figure is in the same format as 
Figures 1.34 and 1.35. The utility of the measurements in the diagonal cuts 
is evident. Each scatterer is clearly defined by a set of one-dimensional meas- 
urements closely fitting the required cosine dependence. We note again that 
the measurements near the two-dimensional intensity peak are not significant 
because they occur in cuts generally perpendicular to lines between the peak 
(the intersection point of the diagonal cuts) and the scatterers located away 
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Figure 1.40 Fixed-crossrange cut through aircraft response. 
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Figure 1.41 Scatterers derived from diagonal cuts through aircraft response. 
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from the peak. We do not present any of the individual diagonal cuts because 
their analysis is not qualitatively different from those of the preceding cuts. 

Figure 1.42 shows the results of measurements made in worse interfer- 
ence conditions. The automated measurement results define three scatterer 
positions, plus additional interference (indicated by the cluster of measure- 
ments near Crossrange -10.5 and Range -10.0). We shall discuss several of 
the cuts through this response that demonstrate different aspects of the meas- 
urement process. 

Figure 1.43 shows the fixed-range image cut for Figure 1.42. The 
response has a normalized half-power width of 1.29 and a strongly curved 
phase function. This could correspond to a single scatterer with a shifting 
phase center, to two interfering scatterers with fixed phase centers, to one 
fixed and one shifting scatterer, or to two shifting scatterers. In the first case, 
the transform would have a nearly constant amplitude and a strongly quad- 
ratic phase. In the second case, the transform would be a two-scatterer inter- 
ference pattern. In the third and fourth cases, the transform would resemble 
a two-scatterer interference pattern, but have a mote strongly curved phase 
function when the amplitude is near its maximum. Figure 1.44 shows the 

Peak 
-10.86 -10.83 

Scatterers 
-9.97 -1 1.36 
k0.20 0.23 
-11.11 -10.53 
f0.21 0.20 
-10.96 -11.36 
f0.21 0.20 

-12 -1 1 -1 0 -9 
Crossrange 

Figure 1.42 Scatterer positions derived for worse interference. 
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Figure 1.43 Fixed-range image cut of Figure 1.42. 
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Figure 1.44 TSA analysis of Figure 1.43. 
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TSA analysis of Figure 1.43, with transform boundaries shifted slightly 
inward from the phase inflection points. The shapes of the transform data 
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amplitude and the TSA model amplitude are similar. Their relative scaling is 
caused by their different normalizations, determined in this case by their val- 
ues at the very edges of the transform, and is insignificant. The apparent dif- 
ference in the phase functions is due primarily to a full cycle difference in the 
phase unwrapping process. Accounting for this, the phases are also in good 
agreement. The amplitude modulation and the small phase curvature at the 
time of the amplitude maximum show that the response is composed of two 
scatterers with fixed phase centers. 

Figure 1.45 shows the fixed-crossrange cut from Figure 1.42. The 
deformation on the right side of the amplitude indicates interference among 
two or three scatterers. The bulge in the left tail of the centered response 
indicates yet another scatterer. All this interference necessitates shifting the 
transform interval from that between phase inflection points. The appropri- 
ate choice of interval and the resulting two-scatterer pattern are shown 
in Figure 1.46. The measured and calculated data differ only in the phase 
unwrapping at the right edge of the transform. 

Figure 1.47 shows the image cut at 120" in Figure 1.42 (fixed range 
being 0" and fixed crossrange being 90"). This is a case of interference worse 
than any yet discussed. It is clear from the response amplitude, top left curve, 
that at least three strong scatterers interfere. We must attempt to define a - 
transform interval with contributions from the right and center scatterers, 

Relative range (gates) Relative frequency 

Figure 1.45 Fixed-crossrange image cut of Figure 1.42. 
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Figure 1.46 TSA analysis of Figure 1.45. 
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Figure 1.47 Image cut at 120" in Figure 1.42. 
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and another interval with contributions from the left and center scatterers. 
The best choices of these intervals (with respect to the quality of the TSA 
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patterns) are shown in Figures 1.48 and 1.49, respectively. The intervals 
were chosen by beginning with boundaries at the phase inflection points, 
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Figure 1.48 TSA analysis of the right side of the response of Figure 1.47. 
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Figure 1.49 TSA analysis of the left side of the response of Figure 1.47. 
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then varying the boundaries to produce the best two-scatterer pattern. In 
both figures, the differences between the measured and calculated patterns 
are minor, with the visual differences primarily due to different phase 
unwrappings. The center scatterer position should be taken as the average 
of the positions measured in the two figures. Uns~rprisingl~ for such a diffi- 
cult case, the automated measurements found only two locations, with some 
error. 

Having summarized the one- and two-dimensional TSA, for ideal - 
point scatterers and applied to real data, some clarifying remarks are in order. 
The one-dimensional TSA amounts to the implementation of the inherent 
resolution performance of radar in one dimension, range or Doppler (cross- 
range), on two ideal point scatterers. The need for implementing this basic 
algorithm via pattern recognition rather than mathematics stems from the 
fact that complicated man-made targets cannot be mathematically modeled 
with sufficient realism. For the same reason, the extension to the two- 
dimensional TSA must also be based on pattern interpretation. However, the 
method we have implemented (using 18 one-dimensional image cuts) is not 
basic but a choice of convenience. If there is a better way that works with real 
data, we did not see it. It would be very simple to apply the TSA to real data 
if the problem were merely to resolve two scatterers. In practice, we must 
contend with various forms of interference from other scatterers. This pres- 
ents problems that we have solved in the manner discussed above, primarily 
by choosing the "correct" transform window. There is nothing basic about 
our particular implementation, and modifications and improvements are 
possible. Because bf the complexity of the two- dimensional^^^ as imple- 
mented via pattern recognition, it is not suitable for manual analysis. For this 
reason we developed a version that allows determining the two-dimensional 
scatterer positions from only fixed-range and fixed-crossrange image cuts, as 
discussed in Appendix F. This version of the TSA is more difficult to under- 
stand but less cumbersome to use with manual processing. 

1.3.4 Section Summary 

The one-dimensional TSA, which implements the inherent resolution capa- 
bility of radar, compares a Fourier transform of a response to the signal 
generated by two interfering fixed point scatterers, which is characterized 
by a sinusoidally varying squared amplitude (power), with phase jumps at 
the times of amplitude minima and linear phase at the times of amplitude 
maxima. 
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We analyze each image response by examining 18 evenly spaced cuts 
through the response peak. In each cut, we first test whether the response is 
from an isolated single scatterer, in which case the amplitude of the trans- 
form must be nearly constant. If not, we use the one-dimensional TSA to test 
whether the response is a composite response from two interfering scatterers. 
If this is not the case, we test whether some part of the response can be 
decomposed into two interfering scatterers. 

We assign each measurement an uncertainty based on the degree of 
agreement of the measurement and the one-scatterer or two-scatterer 
patterns. 

1.4 Special Measurements of Potential Use 

The measurement of scatterer positions, together with the determination 
of special features such as wing-mounted versus fuselage-integrated engines, 
provides the basis for target identification. One can augment target identifi- 
cation with other types of measurement, but at the time of this writing the 
questions of how useful and how necessary these measurements are was not 
answered. We include a brief discussion for the sake of completeness, since 
such measurements might become more useful in the future. 

1.4.1 Feature Extent 

As is shown in [ I ] ,  it is possible to derive the effective width of a scatterer in 
range and crossrange from the phase function of an image response. This is 
evidently a useful capability for target identification. The problem is that the 
measurement is simple only when the intensity response of a feature is well 
resolved from the intensity responses from neighboring features. In other 
words, it is simple only if the separation of the response peaks is at least 2lB 
and 21 Trather than 11B and 11 T. It appears possible to extend the measure- 
ment to the case where the neighboring features are separated by only 1 /B  
and 11 T, but we have not developed the appropriate algorithms. We will 
give a brief summary of the measurements for the case where the intensity 
responses are well resolved. 

Figure 1.50 shows a fixed-range cut through a response of a ground 
vehicle. The response has a normalized half-power width of 1.22 and a 
curved phase. If the response is due to an extended scatterer with a shz$ing 
phase center, its transform will have an essentially constant amplitude and a 
curved phase&nction. The instantaneous phase slope of the transform then 
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Figure 1.50 Fixed-range image cut through ground vehicle response. 

gives the crossrange of the scatterer's phase center at the time of the meas- 
urement. Figure 1.51 shows a transform over the interval between phase 
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Figure 1.51 Phase slope measurement for extent determination. 
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inflection points bounding the response. The transform amplitude has just a 
small slow modulation, perhaps due to distortions induced by deweightiq 
or perhaps due to interference between two scatterers, one much weaker than 
the other. Even if the modulation is due to such interference, it is small 
enough that the interference will introduce only negligible curvature into 
the transform phase, except near times of amplitude minima, which imply 
phase jumps. 

In order to measure the feature's crossrange extent, we measure the 
most positive transform phase slope and the most negative transform phase 
slope, excluding regions of the transform that are near amplitude minima. 
These exclusions ensure that we measure the phase-center shift of one feature 
independently of interference effects from another. The difference between 
these two phase slopes is the amount by which the phase center has 
shifted, the effective extent of the feature. The intervals used for the phase 
slope measurements are indicated by the vertical lines in the transform of 
Figure 1.5 1. In our choice of these intervals we have excluded those parts 
of the transform that occur when the phase curvature changes rapidly, such 
as around an amplitude minimum. The regions with rapid curvature varia- 
tion are more evident in Figure I .52, which shows the scaled second deriva- 
tive of the transform phase of Figure 1.5 1. The difference between the two 
phase slopes of Figure 1.5 1 is 1.3 crossrange resolution cells. The crossrange 
resolution for this data is about 0.3m, giving a feature extent of about 0.4m. 

The high crossrange resolution needed to measure the width of a typi- 
cal target feature is oftentimes unavailable, because dwell time is insufficient 
or because target motion is too severe to allow motion compensating a large 
enough angular interval. If crossrange resolution is about l m  or worse, 

Inverse gates 

Figure 1.52 Scaled second derivative of transform phase in Figure 1.51 
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because the typical features on man-made targets are then significantly 
smaller than a resolution cell, crossrange extent measurements are generally 
impossible. Similarly, range extent measurements are possible only when 
the range resolution cell is smaller than or comparable to typical feature 
extents. Since high range resolution is more generally available than high 
crossrange resolution, range extents can be measured more often than cross- 
range extents. 

1.4.2 Cross Section of Features 

Whenever we measure the range and crossrange positions of a target feature, 
we automatically also obtain the cross section of the fedture. The question thus 
arises whether we might be able to utilize feature cross section as an addi- 
tional input to target identification. We already do this in a way when we 
restrict our attention to the limited set of "observable" target features, utiliz- 
ing only the set of 20 or 30 observable responses. However, for these 
responses we could add cross section to position and extent. 

The problem with feature cross section is that a specific parameter of a 
feature is usable for target identification only if it can be predicted for each of 
the candidate targets, so that it may be included in the comparison database. 
However, feature cross section is difficult to predict over different aspect 
angle sectors with better accuracy than merely predicting whether or not the 
feature is observable. The features on actual man-made targets have designs 
that do not at all approximate those idealized features for which the cross sec- 
tions can be readily calculated as a function of aspect angle. We will typically 
not have sufficient information on the designs of real features on real targets 
to permit predicting their cross sections to reasonable accuracy. Hence, 
although we feel that there should be some utility to feature cross section, we 
have so far not found a good way to exploit it. 

1.4.3 Polarization Diversity 

Much has been written about polarization diversity and its use in target 
identification. There is no question that fully polarimetric measurements 
provide more information about a target than measurements on only a 
single polarization. We have found this to be true for real data. However, 

- - 

two considerations are important. One, is the expense of designing a radar 
system with such a capability justified? In other words, does reliable target 
identification require polarization diversity? Two, if we utilize polarization 
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diversity, it must be from the point of view of real targets rather than simu- 
lated targets. 

Although we believe that reliable target identification can be obtained 
with a single polarization, until an operational system has been fielded, one 
cannot be sure. Our concern here can be only with the second point. Most of 
the past work on polarization diversity is based on idealized target shapes, 
or so-called "primitives," with the main emphasis on the utilization of even- 
bounce and odd-bounce returns to discriminate between different shapes. As 
we have found, such considerations have little validity for the features on real 
targets. For example, we have found that many dominant scatterers on 
ground vehicles have comparable backscattering at RL polarization and 
at the stronger of RR and LL, with significantly different strengths at RR 
and LL. 

As with data at a single polarization, to make best use of polarization 
diversity one must exploit the image phase. Simple ratios of intensity returns 
at different polarizations discard much of the available information. Further- 
more, one should not just make measurements on the four separate linear or 
circular polarizations and then combine the results. Some feature characteris- 
tics are best revealed by less conventional approaches. For example, the com- 
plicated features which dominate the backscattering from man-made targets 
have phase centers that shift with changes in the polarization. Hence, the 
image locations of their responses shift with polarization. Just as using diago- 
nal image cuts improves the measurement of response locations in a single 
image, using images at slightly different polarizations improves measurement 
of the shift in location with polarization. We have measured this shift by 
selecting a strong response at, say, W polarization and, keeping the transmit 
and receive polarizations equal and linear at all times, shifting them in steps 
to HH, and on to -V-V, measuring the response location at each step. 

Although the shift in location with polarization is measurable and pro- 
vides discrimination among features on man-made targets, predicting it is 
problematic for most target features, limiting its utility. We are probably bet- 
ter served by utilizing feature characteristics that are more easily predicted. 
To this end, we note that the scattering matrix that describes the polarized - 

return from a feature may be expressed in terms of linear polarizations, 
circular polarizations, or an eigende~om~osition [6].  The eigendecomposi- 
tion gives six independent parameters which can be related to the physical 
structure of the scatterer. We have found one of these six parameters, the 
helicity, which measures the feature symmetry in the plane ~er~endicular  to 
the radar line of sight, to be useful in characterizing dominant scatterers on 
man-made targets. 
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1.4.4 Dispersive Backscattering 

With simple backscattering models of target features, the return from a single 
feature has an essentially constant backscattering amplitude over typical 
radar bandwidths. Real targets have features for which this is not true. The 
backscattering may be strong over, say, the lower half of the signal band, and 
very weak over the upper half. This behavior is potentially useful for target 
identification, because it allows relating an image response to a specific fea- 
ture on the target. The utility of such a capability would be great, even if this 
occurs only for a single feature on the target. As with the cross section of 
responses, the difficulty in utilizing dispersive behavior lies with its predic- 
tion. Complicated backscattering models can predict the dispersive behavior 
of some shapes and substances found on man-made targets, but the composi- 
tion of most dispersive target features is not readily available information. 
Dispersive features are likely to be electronic devices, and these play an 
important part at least in the identification process for military aircraft. As is 
the case for all the topics of this section, the utility of recognizing dispersive 
features is a point to be further explored. The discussions of the main part of 
this book are reserved for methods that we have already tested extensively. 

1.5 ldentification Procedure 

Although this is a textbook on target identification, we emphasize the meth- 
ods used to extract information from the radar return. The procedures of 
how to perform target identification when sufficient information has been 
extracted from an image have for some time been much better understood 
than how to extract the necessary information from an image. In this section, 
we summarize the other components of the identification procedure we have 
adopted. 

Our procedure utilizes two types of features recognizable and generic. 
Recognizable aircraft features include the capability to carry wingtip ord- 
nance, the location and number of engine intakes and exhausts, and a mini- 
mum target length. Recognizable ground vehicle features include the 
presence of a turret or gun and the dimensions of stationary targets. Recog- 
nizable ship features include length, width, the number of deck levels, and 
the number of superstructure blocks. Generic features are the positions and 
extents of scatterers composing the strong responses of the target. The 
identiJication procedure relies primarily on comparing a template of pre- 
dicted scatterer information for each candidate target with the generic informa- 
tion extracted from the individual responses of the measured target. Since 
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knowledge of the measured target's range and crossrange location, orienta- 
tion, and (for moving targets) crossrange resolution is only approximate, 
each template is allowed to deform in a probabilistic manner. A standard 
Bayes classifier [7, 81 is used to perform the target identification, comparing 
the chi-square probability for the template match of each candidate target 
against that of all others in the comparison database. Probabilities for the rec- 
ognizable features are also calculated, and combined in Bayesian fashion with 
those from the template matching, to yield composite probabilities that are 
used for the identification. 

1.5.1 Recognizable Target Features 

Many man-made targets contain easily recognizable features. For instance, 
inverse synthetic aperture radar (ISAR) images of approaching fighter aircraft 
contain columns of responses at the crossrange positions of engine intakes, 
generated by multiple-bounce scattering in the intake. Receding fighters 
have similar columns at the crossrange positions of the exhausts, generated in 
a similar manner. Aircraft with wing-mounted engines have shorter columns 
of responses, offset from the fuselage. These columns of responses can be 
used to count and locate intakes and exhausts. Rapidly moving parts, be they 
engine blades or optical scanners, can be recognized by sets of responses at 
nearly fixed ranges. The turret of a stationary or benignly moving ground 
vehicle can be recognized by its shadow within the vehicle, and the vehicle's 
length and width can be measured to high accuracy. 

The predictive database for each candidate must contain its recogniz- 
able features, with a likelihood for each feature being observed when the 
candidate is imaged. Because target features are difficult to recognize at low 
crossrange resolution, we must not penalize any candidate for possessing an 
unobserved feature. The predictive likelihoods for each observed feature are 
combined to generate Bayesian probabilities for the feature. We note that the 
database features must be those recognizable by radar. If a target has a fender 
that extends six inches beyond a large cavity, the target dimensions must be 
given by the position of the cavity, because the tip of the fender will usually 
not be observed. Even if it should be observed under benign circumstances, 
the weakness of its response will indicate what feature is observed. 

The recognizable features have an important use beyond that already 
described; they may constrain the allowable template deformations in the 
match to the extracted generic features. Constraining an aircraft's intake 
position (using the crossrange gate of the duct returns) can greatly increase 
the discrimination capability of the template match. Conversely, an error is 
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disastrous. We can only apply constraints for those features recognizable 
beyond a doubt. 

1.5.2 Deformable Template Match 

The deformable template matching algorithm is based on a Bayesian model. 
In this model, prior information for each target candidate is available in 
the form of its predicted features. These consist of the dominant scatterer 
positions and position uncertainties, as well as the characteristics discussed in 
Section 1.4. Because those characteristics are only sometimes measurable, we 
often refer to the defotmable template match as the positional match. 

To allow matching of the predicted features to the extracted features, 
the predicted scatterer locations must be mapped into the range and cross- 
range coordinates of the SARIISAR image. The parameters necessary to per- 
form this mapping are the range and crossrange translational position, the 
target orientation, and the crossrange resolution. Since these parameters are 
only approximately known, we generate a prototype template based on our 
"best guess" of the parameters. This prototype template is allowed to deform 
through adjustments to these parameters, as illustrated in Figure 1.53. 

Pred~cted features and uncertalntles Extracted scatterers and uncertalnttes 

90 

Figure 1.53 Positional match. 
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Each extracted scatterer is represented in the ISAR image at the upper 
right of the figure as a two-dimensional distribution, with the distribution 
widths given by the estimated positional uncertainties. Each predicted scat- 
terer is similarly represented in the plan view at the upper left of the figure. 
The predicted scatterer distributions form a template that is deformed by 
translation, rotation, and stretching in crossrange to yield the maximal over- 
lap with the extracted scatterer distributions. 

We calculate a likelihood function for each deformed template that 
measures the similarity between the template and the measured positions. 
The likelihood function used is the average variance-normalized two- 
dimensional distance between individual measured and predicted scatterers 
(with a cap on the distance for any scatterer, so that no single scatterer drives 
the matching). The variance normalization underscores the necessity to esti- 
mate uncertainty in position measurements. We effectively weight the more 
certain measurements more heavily. 

We  have employed two schemes to calculate the likelihood function. 
The first performs a direct association of individual predicted scatterers with 
the corresponding measured scatterers, beginning with the best matched 
pair, then finding the next-best matched of the remainder, and continuing 
through the scatterers. This is the intuitive approach depicted in Figure 1.53, 
but it is not computationally efficient. The second scheme generates the like- 
lihood function on a fixed grid in range and crossrange, computing the likeli- 
hood function for each grid element based on its variance-normalized 
distance to the nearest measured scatterer. As each predicted scatterer is 
mapped into a grid cell, the predicted scatterer is assigned a likelihood and a 
measured scatterer identity. The average likelihood from all the predicted 
features (with a normalization to account for the number of predicted and 
measured features [9]) is used as the likelihood function. This scheme creates 
an effective potential over the range-crossrange plane in which the prototype 
template is allowed to deform until its minimum energy configuration is 
achieved. 

We  also calculate a probability for each deformation, based on tracking 
information and recognizable image features (such as the location of an 
engine duct inlet). The tracking information constrains the allowed template 
orientations, and the recognizable features constrain the template centering. - 
These probabilities limit the variability in the template shapes, in effect 
strongly penalizing unlikely template deformations. 

We  combine the likelihood function describing the goodness of the 
match between the predicted and measured feature values for a given defor- 
mation with the constraint-based pobabilities for the deformation, to obtain 
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an overall probability for the deformation. We then find that deformation 
which maximizes the probability for each candidate target, and compare the 
candidates via the Bayes rule. 

1.5.3 The ldentification Process 

The target is identified as the candidate with the maximum composite Bayes 
probability if that probability is above a predetermined threshold, and if the 
absolute agreement between measurements and predictions is sufficient. The 
threshold is set as a tradeoff between declaration probability and probability 
of misidentification, and must be determined empirically. The absolute 
agreement is determined by a chi-square comparison of the measurements 
and the predictions, and must be included in case of observation of a target 
not in the candidate database. 

The Bayesian approach allows the specification of a priori probabilities 
for each candidate in the database. This permits the fusion of radar informa- 
tion with that from intelligence or other sensors. If such information can be 
used reliably to restrict the candidate database, identification will occur more 
often and more rapidly. However, identification on the basis of radar data 
alone has shown promise of meeting operational performance requirements. 
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Topics Related to Target Identification 

Some common concepts in the field of target identification are based on the 
conventional resolution theory, which is valid in some cases and invalid, par- 
ticularly when man-made targets are highly resolved, in others. Even though 
radar is a coherent system, one finds that much thinking regarding radar 
imaging and image interpretation has been inspired by noncoherent optics. 
Before treating the main topic of target identification, we will update the old 
concepts as necessary. 

2.1 Ambiguity Function, Resolution, and Superresolution 

Applying the ambiguity function in situations that require the resolution of a 
target into small parts creates problems. The ambiguity function does not 
fully describe close-scatterer resolution performance, because it is readily 
understood only when it is viewed as an intensity response. Intensity 
responses, however, do not provide the inherent resolution performance 
of radar. This section updates the conventional concepts of resolution 
performance. 
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2.1.1 Use of the Ambiguity Function 

Since the time Woodward introduced the ambiguity function [I] ,  it has been 
utilized in two ways. One use has been to determine the rangelDoppler dis- 
tribution of the interference generated by a point scatterer in rangelDoppler 
resolution cells outside the one occupied by the scatterer. The practically 
valid assumption here is that the return from a particular waveform is 
received by a correlation processor. This type of interference is introduced by 

. - 
the radar waveform and is due to the relation between signal and spectrum as 
Fourier transforms of each other, and hence is basic to Fourier transform 
processing [2]. This specific use of the ambiguity function as a tool for wave- 
form design to avoid mutual interference between widely separated targets 
and clutter remains fully valid today, because such interference must be ana- 
lyzed via intensities. 

The second use has been to determine close-target resolution perform- - 
ante from the shape of the central response of the ambiguity function. The 
resolution cell was defined as the area of a horizontal cut through the central 
spike of the ambiguity function, at about the half-power width of the 
response. Two targets were deemed resolved if they fell in different resolution 
cells. Since the necessary weighting for range and Doppler sidelobe suppres- 
sion widens the central spike of the ambiguity function, it was concluded 
that sidelobe suppression is achieved at the cost of a loss in resolution per- - - 
fotmance. Theoretically, the conclusions that relate to the central spike of the 
ambiguity function were never fully correct, since in a coherent system reso- 
lution must be defined in terms of the complex receiver response. However, 
in view of the limited capabilities of early processors, the conclusions were 
practically meaningful. They lost their simple meaning when high-capability 
digital processors became available, because these permit the implementation 
of theoretically optimum processing algorithms. 

Resolution performance thus was derived from the envelope of the 
ambiguity function, or specifically from the central spike after removal of the 
phase by envelope detection. This corresponds to a treatment as if radar pro- 
duced an output equivalent to that of a noncoherent optical system (no 
phase information in the processor output). As already pointed out, the pur- 
pose of resolution is not merely to count the number of targets or scatterers, 
but to make at least reasonably accurate range and Doppler measure- 
ments. This becomes particularly important when the "targets" are indi- 
vidual features on a highly resolved extended object, where the purpose 
of rangelDoppler imaging typically will be the identification of the object. 
When this practical measurement requirement is included, the resolution 
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performance on the basis of the envelope of the ambiguity function of a 
waveform with bandwidth B and duration T is about 21B in delay and 21 T 
in Doppler, rather than the commonly assumed 1/B and 1/T [3]. In the -. 

two-dimensional rangelDoppler plane, the resolution cell is indeed defined 
by the ellipse obtained by cutting through the central spike of the envelope of 
the ambiguity function, but in the absence of the widening caused by weight- 
ing for sidelobe suppression. Most important, however, in order to achieve 
the corresponding resolution pe$ormance, we must utilize the complex ambiguity 
finetian, or point-target response. For real targets this requires the analysis of 
the complex processor output, not just the intensity output. In turn, this 
requires use of the methods of complex-image analysis. 

It is interesting to note that during the 1960s efforts were pursued to 
design waveforms in accordance with specified ambiguity functions. This 
problem appeared solvable for the complex ambiguity function but turned 
out not to be solvable for the envelope of the ambiguity function, which at 
the time was thought to be the practically meaningful specification. Thus, 
these attempts were considered a failure. Now we recognize that the interest- 
ing quantity is really the complex ambiguity function. O f  course, even if a 
waveform can be designed in accordance with a specified ambiguity func- 
tion, this is hardly of practical interest because the resulting waveform is 
unlikely to be implementable in a practical system. The ambiguity function 
still has great design value, but in the area of clutter suppression, be it true 
clutter or the self-clutter generated by the target to be identified. 

2.1.2 One-Dimensional Resolution 

Let us consider two point scatterers, one stationary and the other moving 
with constant Doppler. It is trivial to calculate the combined return from the 
two scatterers for a cw signal. The phasor diagram of Figure 2.1 shows the 
resultant vector from two scatterers at different Dopplers. In the figure, one 
scatterer has amplitude 1 and the second has a smaller amplitude a. The 
angle 6 between the two varies linearly with time t as 6 = 2nfi + do, where f 
is the Doppler difference of the scatterers. The magnitude of the resultant is 
given by 

A(6) = J(I + acos6)' + (asin 6)' (2.1) 

and the phase of the resultant is given by 
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Figure 2.1 Phasor diagram for two  scatterers at different Dopplers. 

@ ( O )  = arctan[asin 0  I (1 + acos 0 ) ]  (2.2) 

The maximum phase is 

The "phase jump" in the composite signal has size 2&,, and its dura- 
tion is a fraction ( ~ 1 2  - @,,)/(~/2 + @,,) of the signal period. For illustra- 
tion purposes we assume a Doppler of 3 Hz for the second scatterer, and an 
amplitude of 80% of that of the first scatterer. The return signal over one sec- 
ond is shown in Figure 2.2, the amplitude function on top and the phase 
function at the bottom. Since a constant Doppler difference implies that the 
differential phase changes linearly with time, the phase difference between 
the two scatterers goes periodically through 0" and 1 80°, which is responsi- 
ble for the amplitude and phase modulation patterns. In practice, we cannot 
select the observation time in accordance with the unpredictable phasing of 
the two scatterers. Thus, if we use some small observation window on the 
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Figure 2.2 Return from two  point scatterers, Doppler separation 3  Hz and amplitude 
ratio 0.8. 

amplitudelphase functions of Figure 2.2, we cannot choose the window 
to observe a specific section of this general pattern. Whatever the accidental 
position of the observation window, it is clear that if we observe at least one 
full modulation cycle, we can calculate the parameters of the two scatterers. 
Since these parameters define the amplitude and phase pattern, but the pat- 
tern is periodic, we need observe no more than one full period to obtain all 
the information. The practical implication is that with the observation of a 
full modulation cycle we can calculate the parameters of the two scatterers, 
which means that the two scatterers have been resolved. This is the valid dej- 
nition of resolution, not the half-power width of the envelope of the central 
spike of the ambiguity function. Most significantly, the duration of the 
modulation cycle equals the reciprocal of the Doppler separation of the scat- 
terers. More details on the calculations are given in Appendix A. 

As already stated, in a practical operation the observation window will 
fall onto an unpredictable part of the general return of Figure 2.2. It can be 
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centered on an amplitude maximum of the pattern of the two scatterers, on 
an amplitude minimum, or anywhere between a maximum and a minimum. 
This depends on the changing phase relation between the scatterers (moving 
at different Dopplers), and this phase relation is unpredictable. In practice 
we thus cannot choose the timing of the observation window. In addition, 
the observation window could be narrower than the interference cycle for the 
two scatterers, it could be about as wide, or it could be wider. For a given - 
absolute width of the observation window (the transmitted signal duration), 
this relation depends on the Doppler difference between the two scatterers, 
which we also cannot choose. In practice, then, an observation window of 
arbitrary width relative to the interference cycle will be centered at an arbi- 
trary point of the interference cycle. 

Suppose that we accidentally observe the return over an interval cen- 
tered on the time of an amplitude maximum, when the phase difference 
between the scatterers is zero (the two vectors are aligned at the time of the 
window center, which we define as constructive interference). If the observa- 
tion interval is as short as indicated in the figure by the crosshairs, we evi- 
dently cannot measure the periodically repeated part of the amplitudelphase 
pattern, and hence the two scatterers cannot be resolved. If we extend the 
observation window to the first amplitude minima (or phase jumps) to 
the left and right, we can measure a full period of the modulation pattern, 
which implies that the scatterers are resolved. Since the amplitude minima 
are separated by l/Av, where Av is the Doppler separation of the scatterers, 
the achievable Doppler resolution is the reciprocal of the window length, 
or 11T. 

Let us go to the other extreme where the observation window is cen- 
tered on an amplitude minimum, which means that the phase difference 
between the two scatterers is 180' at the center of the window (defined as 
destructive interference). If the observation window is as narrow as the one 
indicated in Figure 2.2, not only are the scatterers unresolvable with this tim- 
ing of the observation, but they probably cannot even be detected in a noise 
background. Because of destructive interference their combined return may 
be too low for detection, and with such a short window we effectively see a 
single scatterer, ifwe can detect it at all. As we shift such a short observation 
window in time, we merely observe a single target or scatterer with a fluctuat- 
ing cross section. - 

If the observation window is still centered on an amplitude minimum 
(destructive interference) but is widened so that it extends from one ampli- 
tude maximum to the next, we observe the full amplitudelphase modulation 
cycle. Hence, the two scatterers can be resolved. In principle, resolution of 
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two point scatterers that are out of phase thus does not require a wider obser- 
vation window, meaning that inherent resolution performance does not 
depend on the phasing of the scatterers. In practice, one must suppress addi- 
tional interfering responses and noise via the processing sequence discussed 
in Section 1.3: apply weighting to the signal, Fourier transform, Doppler fil- 
ter, inverse Fourier transform, remove the applied weighting. After this proc- 
essing, the shape of the pattern will be less reliable near the fringes of the 
observation window, and this will be more serious when the observation win- 
dow is centered on an amplitude minimum rather than an amplitude maxi- 
mum. However, if there are truly only two scatterers present, this will not 
degrade resolution performance seriously. In effect, the two scatterers are at 
worst somewhat more difficult to resolve when they interfere destructively (a 
phase difference of 180" at the center of the observation window), where 
resolution again requires the ability to make accurate Doppler measure- 
ments. If a full modulation cycle can be observed, as needed if the two scatter- 
ers are to be fully resolved, the difference between constructive and destructive 
phase interference is not large. Thus we may also in practice define Doppler 
resolution for scatterers regardless of their phasing. With the use of the com- 
plex signal processor output we obtain a Doppler resolution of 11 T, where Tis 
the duration of the observation window or of the transmitted signal. 

The very same discussion could be given for scatterers separated in 
delay by AT and a signal bandwidth (or width of the observation window in 
the frequency domain) of B. From the duality between time and frequency 
it is clear that delay resolution is given by Az = 1/B, under the assumption 
that the complex processor output is analyzed. Depending on the signal-to- 
background ratio, delay resolution might degrade a little as the phase differ- 
ence (at the center of the frequency band) between the two scatterers 
approaches 180°, in the sense that range accuracy is not quite as good as for 
constructive interference. Again, if there are only two scatterers present and if 
they can be resolved, the difference between the two cases is insignificant. 

The preceding discussion was concerned with the resolution of two 
point scatterers in noise. If the signal-to-noise ratio is high, the resolution 
performance of 1IBand I /  Tcan be achieved regardless of the phase between 
two scatterers. This is not the case when interference comes from adjacent, 
incompletely resolved additional scatterers, or when the signal-to-noise ratio 
is low. Rather, the amplitudelphase pattern will be distorted, and resolution 
performance will depend on the relative phasing of the two scatterers. It is 
more difficult to recognize amplitude maxima at the boundaries of an obser- 
vation window centered on an amplitude minimum (scatterers in phase 
opposition) than to recognize minima at the boundaries of an observation 
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window centered on a maximum (scatterers in phase). The practical signifi- 
cance is that under poor interference conditions it is more difficult to realize 
the inherent resolution performance when the scatterers interfere destruc- 
tively than when they interfere constructively. It is an important problem 
in practice, in particular when we try (intentionally or unintentionally) to 
resolve scatterers a little more closely spaced than one resolution cell. 

2.1.3 Superresolution 

The perception that the width of the central spike of the ambiguity function 
defines resolution has, over the years, led to many attempts to improve reso- 
lution performance by somehow decreasing the width of the spike without 
increasing the signal bandwidth or the signal duration. These are the so- 
called superresolution methods. However, if we include in the definition of 
resolution the necessary requirement that one must be able to measure the 
position of each response with reasonable accuracy (a small fraction of the 
resolution cell), little remains of the utility of superresolution. For example, 
what is the use of sharpening the delay response by enhancing the outskirts of 
the signal spectrum, if in the process the position of the response is shifted 
by the noise? We note that in the performance claims for specific superreso- 
lution methods, one must first subtract a factor of two from the gain in 
resolution due to the switch from intensity responses to complex responses. 
This is to say that reclaiming the factor of two in resolution lost by wrongly 
utilizing the intensity output cannot be considered a performance enhance- 
ment due to superresolution. 

The basic problem with true superresolution can be readily understood 
if we start from the definition of resolution, that a full cycle of the modula- 
tion pattern must be observed without significant distortions, either in time 
or frequency. Let us again consider Figure 2.2, with the observation window 
centered on a maximum of the amplitude pattern. As explained above, if the 
window extends from one amplitude minimum to the next, we observe the 
full modulation cycle and can calculate the Dopplers of the two scatterers. 
Now, let us go not quite to the minima to the left and right of the maximum, 
so that less than a full modulation cycle is observed. If the noise is low, we 
can extrapolate the positions of the amplitude minima and still calculate the 
Dopplers of the scatterers. Thus, depending on how low or high the noise is, 
we may not have to observe the full modulation cycle. This is true superreso- 
lution, and it gives acceptable errors only when we do not have to extrapolate 
the modulation cycle by much and when the noise is low. 
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Let us go to the other extreme where the observation window happens 
to be centered on an amplitude minimum, or where the two scatterers hap- 
pen to be in phase opposition at the center of the window. The destructive 
interference between the two scatterers enhances the effects of noise because 
the combined return signal is weaker if less than a full modulation cycle 
is observed. In that case, over much of the window the interference will be 
destructive. Any extrapolation of the full amplitudelphase modulation pat- 
tern thus would require an extremely high signal-to-noise ratio, and such is 
typically not available in practice. In other words, although some degree of 
superresolution might work if the two scatterers happen to be in phase, the 
performance will severely degrade as the timing of the observation changes to 
when the two scatterers are in phase opposition (yet we have no influence on 
the timing). If two scatterers interfere destructively, we would need impracti- 
cally ideal conditions to derive the scatterer Dopplers from observing only a 
fraction of the modulation cycle. 

The actual practical conditions are even worse. Above we considered 
the resolution of two ideal point scatterers in a noise background, but in 
practice the problem typically is the interference from other scatterers rather 
than noise. This makes superresolution methods even less workable. 

One might argue that perhaps these limitations apply for Fourier trans- 
form processing, or correlation processing, but not for more general process- 
ing methods. However, there are two basic considerations that govern 
performance regardless of the specific processing method. First, the ~er form-  
ance must necessarily worsen as the total received energy decreases. There is 
less signal energy received when the observation window is decreased, with 
the decrease particularly rapid when the scatterers are in phase opposition at 
the center of the observation interval. In that situation, as the width of the 
window is reduced from coverage of a full cycle, the decrease in signal energy 
is at first small, but becomes very rapid below about three quarters of a cycle. 
Second, in some sense we must be able to recognize the interference pattern 
from the two scatterers, but this task becomes more difficult as the width of 
the observation window becomes smaller than one modulation cycle. Both 
problems are a matter not only of Fourier transform processing, and thus 
cannot be alleviated by other types of processing. 

We have given a rather detailed explanation of why superresolution 
cannot work even for the simple model of two point scatterers. As discussed 
earlier, an even more serious problem arises from the impossibility of mathe- 
matically modeling complicated man-made targets with sufficient realism to 
serve as the basis of practical processing algorithms. 
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2.1.4 Two-Dimensional Resolution 

We return from superresolution to ordinary resolution, but resolution in two 
dimensions. Generally, two scatterers that are to be resolved in Doppler will 
not be at exactly the same range, and scatterers to be resolved in range will 
not be at exactly the same Doppler. There will be a difference in range as well 
as Doppler. One-dimensional resolution is merely the special case in which 
the difference in the other dimension is so small relative to resolution per- 
formance that it does not contribute to resolution. 

In accordance with the above discussion, it is justified (provided 
the complex processor is utilized) to consider 1/B the delay resolution cell 
and 11 T the Doppler resolution cell. Let us assume a Doppler separation of 
the scatterers of 6v and a delay separation of 6r. We normalize the separa- 
tions by the resolution cell in each dimension, 

where Nu is the Doppler separation of the scatterers in Doppler resolution 
cells, and N, is the delay separation in delay resolution cells. The separation 
of the two scatterers in the delay/Doppler plane is 

With complex-image analysis, the resolution performance is d = 1. 
From (2.6), we then require 

As is to be expected, Doppler resolution performance depends on the 
scatterer separation in range, and range resolution performance depends on 
the scatterer separation in Doppler. For example, if the delay separation is 
half of the delay resolution cell, (2.7) implies that the Doppler separation 
needed to resolve the two scatterers is 0.87 Doppler resolution cells. One- - > 

dimensional resolution performance is a special case of (2.7). 
The relation between resolution considerations based on the width of 

the central spike of the ambiguity function and those based on the trans- 
forms of image cuts through the responses is a simple one. The decline in 
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strength of a response, as we consider image positions away from the peak, 
can be calculated by assuming a receiver with a progressively increasing 
mismatch in range rate to the return signal or spectrum. We know that the 
strength of a response decreases by about 3 dB when the (linearly changing) 
phase of the return signal or spectrum becomes mismatched to the receiver 
by half a cycle over the extent of the signal or spectrum, so that the 3 dB 
width of the response corresponds to a phase change of a full cycle. However, 
instead of using the 3 dB width of the response for resolution, we must use 
the underlying phase change of one cycle. This is the way of realizing the 
inherent resolution ~erformance of radar. 

2.1.5 Resolution of Weak Scatterers from Strong Scatterers 

With the conventional view of resolution that two response peaks should be 
recognized, based on the width of the central spike of the ambiguity func- 
tion, one usually considers the resolution of point scatterers of comparable 
strengths. In fact, resolution originally was defined for two point scatterers of 
the same strength. Another problem arises with the conventional definition 
of resolution when one scatterer is much weaker than the other. If the weak 
scatterer is, say, 20 dB weaker, and if they are separated by one resolution 
cell, the weak scatterer will merely distort the response from the stronger 
scatterer a little. Then one asks the question, how much must the scatterer be 
separated in order for its response to be detectable in the tails of the strong 
response? This is to say that the conventional viewpoint on resolution leads 
to the conclusion that resolution performance on a scatterer much weaker 
than a neighboring main scatterer degrades from that for two equally strong 
scatterers, and degrades severely if the second scatterer is much weaker. 

This degradation of resolution does indeed take place if only the enve- 
lope of the correlator output is analyzed. The question is irrelevant if the 
complex correlator output is analyzed, in which case resolution does not 
depend on the relative strengths of the scatterers. This is easily recognized 
from the modulation patterns of Figure 2.2. As we decrease the relative 
strength of the second scatterer, the effect on the amplitude function will be 
a decrease of the modulation index. The modulation function will approach 
a sinusoid of progressively smaller amplitude. This is also the case with the 
phase function. Now, as long as we are able to measure a full cycle of the 
modulation (with an acceptable distortion), we can resolve the two scatterers. 
However, the measurability of the modulation depends only on the signal- 
to-background ratio of the weaker scatterer. Thus, as long as the weaker scat- 
terer has an adequate signal-to-background ratio, it is possible to measure 
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the modulation pattern (assuming a minimum separation of 11 Tin Doppler 
or 1IB in delay). This means that the weak scatterer can be resolved. The 
signal-to-background ratio for the stronger scatterer is of no concern because 
it will be much higher. We conclude that resolution performance does not 
degrade when the second scatterer becomes much weaker than the first, 
but is governed only by the background conditions for the weaker scatterer. 
These can be favorable even for a weak scatterer because of the huge integra- 
tion gain implied by the coherent processing needed for Doppler resolution. 

In the case where a weak return of adequate signal-to-noise ratio is to 
be resolved from a much stronger return, if a correct mathematical model 
were available, superresolution principles would work just as well as the 
analysis of the amplitude/phase patterns, but also only when the scatterers are 
not separated by significantly less than I / Tor 1 / B. In other words, superreso- 
lution methods will work as long as we only want to prevent a degradation of 
resolution performance due to the fact that one scatterer is much weaker 
than the other, but then it is not true superresolution. If we were able to 
model a man-made target with sufficient realism, it would not matter 
whether we resolve the scatterers via complex-image analysis procedures or 
by mathematical superresolution methods. 

2.1.6 Effects of Weighting for Sidelobe Suppression 

Perhaps the most popular pulse compression signal is the linear FM signal, 
which has the property that the shape of the spectrum is the same as the 
shape of the transmitted pulse. Since it is most practical to operate with con- 
stant transmitter power, the shape of the linear FM spectrum is also rectan- 
gular. However, the Fourier transform of a function with sharp edges 
generates high sidelobes (in the case of a spectrum, these are high range side- 
lobes). For this reason the spectrum is smoothed into a bell-shaped form on 
reception, or weighted, in order to reduce the range sidelobes. The process 
widens the response by a factor that is typically in the order of 1.3. This has 
been taken to mean that weighting degrades resolution. Analogous consid- 
erations also apply to other waveforms, such as the phase reversal code, even 
though the sidelobe suppression method cannot be considered as weighting. 
However, the result still is a smooth bell-shaped spectrum, or a weighted 
spectrum. 

With the correct definition of resolution, implemented by utilizing the 
complex processor output rather than the intensity output, weighting does 
not affect resolution at all. Although we must use weighting under almost all 
circumstances in order to reduce the mutual interference between scatterers, 
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in the analysis of the complex image we remove the weighting after it has 
done its task. In other words, we take the transform of responses generated 
with the inclusion of weighting, but after taking the transform we remove 
the weighting. The weighting has no consequence whatsoever if the problem 
is to resolve two point scatterers, as resolution is defined. However, when 
we resolve two scatterers next to a third scatterer, weighting widens the 
responses, and the tail of the response from the third scatterer may enter 
the transform window for the two scatterers to be resolved. Measurement 
accuracy of the scatterer positions then will be degraded. Hence, although in 
a two-scatterer situation weighting does not matter, it does have an adverse 
effect when additional scatterers interfere. Analogous considerations also 
apply with respect to weighting in the time domain, for the suppression of 
the Doppler sidelobes. 

There is a detail that deserves mentioning. Weighting for range side- 
lobe suppression works well when the Doppler difference between return 
signal and correlator reference is small. Similarly, weighting works well for 
Doppler sidelobe suppression when the delay between return and reference 
is small. This is not always the case, and that leads to the conclusion that 
in some situations the transmission of a bell-shaped time function or bell- 
shaped spectrum is desirable, because a weighted transmitted signal or spec- 
trum is less sensitive to mismatches between target and reference delay and 
Doppler shift. 

When resolution is based on the analysis of the complex processor out- - - 

put, the consequences of weighting the transmitted signal or spectrum are 
again easy to see. For matching purposes we must also use weighting of the 
signal or spectrum in the correlator, but this weighting is removed when the 
processor output is analyzed. Only the weighting upon transmission remains, 
and this still leaves the signal or spectrum bell-shaped. Now, in the absence 
of noise, we could observe the amplitude and phase patterns over the entire 
interval used during the transmission, regardless of the decrease of the ampli- 
tude toward the ends, because a weighted signal was transmitted. In the pres- - - 
ence of noise, however, this amounts to superresolution. We can go only so 
far toward the fringes of the interval until the effects of noise start distorting 
the amplitude and phase functions to an unacceptable degree. The achievable 
resolution is limited by the decrease in the signal-to-noise ratio as we 
approach the fringes of the interval, since any part of the frequency band or 
signal with low signal-to-noise ratio is useless for resolution purposes. It is 
important that we can determine when the amplitudelphase pattern becomes 
distorted, so that we do not try to achieve better resolution than allowed by 
the noise background. This again would amount to superresolution. It  is the 
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noise background that determines the effective width of the signal or spec- 
trum for resolution when weighted signals are transmitted. 

We could utilize some degree of superresolution, provided that in each 
case we check whether the interference is sufficiently low. In the case of 
a bell-shaped spectrum, for example, if the interference is so low that the 
known shapes of the spectrum tails are not significantly distorted, we can 
"extrapolate" the bandwidth (utilize the fringes of the bell-shaped spectrum) 
and improve range resolution. The essential point, however, is that the con- 
ditions must be examined for each case, which in the presence of interference 
from other scatterers means for each attempt to resolve a composite response 
into two scatterer positions. This is not feasible with mathematically formu- 
lated superresolution methods that model the entire target rather than two 
scatterers at a time. The practical solution is to examine and analyze a huge 
variety of real data in order to obtain an understanding of the actual 
backscattering behavior of real targets. Based on this insight, one formulates 
algorithms to perform the various measurements, after many tests and fail- 
ures obtaining workable algorithms. The last step is to automate the algo- 
rithms so that they reproduce the manually achieved results sufficiently well. 
This procedure is referred to as an expert system approach. 

2.1.7 Resolution and Shifting Scatterers 

All of the above considerations apply for ideal point scatterers. The practical 
interest in regard to target identification is not so much in the case where two 
targets can be represented as point scatterers, but when two scatterers on a 
single target can be represented as point scatterers. As explained in Chapter 1 
(and, in more detail, in Section 2.4 of [3] and in [4]), such an assumption 
often is not allowable when complicated extended target features are consid- 
ered, such as cavities or irregular corners, which are the primary contributors 
to the target image. The phase centers of these "shiftingn scatterers may be 
moving with aspect angle and frequency. How meaningful is the definition 
of resolution for this important class of scatterers? 

As a first case, assume a target feature with a significant extent in cross- 
range but not in range, whereby we mean that the phase-center motion can 
be significant in crossrange but not in range. Certainly, if the range extent of 
a feature is small, the phase center cannot move much in range. Assume that 
the phase-center motion with aspect angle introduces a linearly changing sig- 
nal phase, which implies that the phase center is moving with constant range 
rate. From the definition of resolution, it follows that if this phase-center 
wander causes the signal phase to go through one cycle, the response will 



Topics Related to Target IdenttJication 1 03 

have shifted by one crossrange resolution cell. Since one cycle implies a range 
change by half a wavelength, the range of the phase center has changed 
by just one half-wavelength. All resolution considerations still apply and a 
second response does not affect the measured position of the first, but the 
phase-center motion has falsified the crossrange position of the response. If 
the phase-center motion additionally includes a nonlinear component, the 
response widens. However, we can resolve it from another response as long as 
the interference between the two returns generates recognizable amplitude 
and phase modulation patterns. 

In the other extreme, where the extent of the feature is large in range but 
not in crossrange, the dual considerations apply. If the phase-center motion is 
proportional to frequency, the response will shift by one range resolution cell 
for every half-wavelength shift of the phase center over the spectral bandwidth. 
A nonlinearity will again cause a widening of the response, but whether or not 
two responses can be resolved depends on the recognizability of the interfer- 
ence pattern. Although we can measure the position of a response accurately 
despite the closeness of another response, the measured position does not rep- 
resent the range position of the associated scatterer. 

In the general case the target feature may be extended in range as well 
as crossrange, so that the phase center of the feature shifts with both aspect 
angle and frequency. The cases of a shift only in range or only in crossrange, 
in particular when the linear phase components are dominant, are just special 
cases of a shift of the response in both range and crossrange simultaneously. 
Suppose there is a component in the backscattered signal for which the 
instantaneous translation in delay is proportional to the instantaneous trans- 
lation in Doppler. If the linear component is dominant, then the phase func- 
tion will be linear in a direction in the image plane given by the 
proportionality factor. The response will be compressed in this direction, and 
it can be resolved from another response in that direction in accordance with 
,the principles discussed above. A complicated feature may have several such 
components that will ~ i e l d  a series of responses. If they are compressed, so 
that peaks are formed, their phase functions will be linear in the directions in 
which the responses are translated in the image plane. This behavior of the 
phase function allows them to be recognized as a set of spurious responses, 
which we designate as sideband responses [3]. 

2.1.8 Section Summary 

Resolution cannot be defined by counting the number of response peaks, but 
must include the capability to measure range and Doppler of the targets to be 
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resolved. With this practical definition, the envelope of the ambiguity func- 
tion does not fully describe close-target resolution. Specifically, a widening of 
the central spike due to weighting for sidelobe suppression does not degrade 
resolution. Resolution does not degrade when one scatterer is much weaker 
than the other, in contrast to what the ambiguity function suggests. 

Resolution of two scatterers can be understood only from the ampli- 
tude and phase patterns of two interfering scatterers. It is essential to under- 
stand these patterns in all their forms. They also apply if the scatterers have 
shifting phase centers. 

In principle, superresolution by up to a factor of two can work because 
that factor represents the switch from response envelopes to complex 
responses. In practice, superresolution even by a factor of two will not work 
if the algorithm is based on a mathematical target model (e.g., a set of fixed 
point scatterers). With complex-image analysis, a small degree of superreso- 
lution is obtainable when the validity of the two-scatterer model is verified 
for each measurement. 

Resolution in one dimension is aided by a scatterer separation in the 
other dimension. 

2.2 Asymmetry of Range and Crossrange Resolution 

Guided by optical thinking, one tends to assign range and crossrange resolu- 
tion similar roles. This section considers resolution requirements and the dif- 
ferent roles of range and crossrange resolution in radar imaging and target 
identification. High range resolution is unproblematic and necessary, 
whereas crossrange resolution on moving targets is so problematic that only a 
limited degree is achievable. The following explains these important points 
in more detail. 

With photographs, resolution in azimuth and resolution in elevation 
play the same role, and it is sensible to have the same resolution performance 
in the two angles. This thinking appears to have migrated to radar, where 
one sees the tendency to choose equal range and crossrange resolutions. Such 
a choice would be justified if radar target identification could be performed 
in a way similar to optical identification, but this is not the case. Making 
range and crossrange resolution equal might be justified for stationary targets 
under some conditions, but certainly not for moving targets. In the following 
we will show that, in general, range and crossrange resolution must be chosen 
rather differently, the choice of the latter depending on the operational 
conditions. An exception is the special case of SAR surveillance of stationary 
ground vehicles. 



Topics Relnted to Target Identification 105 

2.2.1 Resolution Requirements for Target Identification 

Once we have chosen the values of range and Doppler resolution in a particular 
system, if (as should be the case) the processing algorithms are based on Fourier 
transforms, then the required signal bandwidth and duration are fixed. As 
discussed earlier, the universal applicability of Fourier transforms is one of the 
central points of complex-image analysis technolog. Even more important is 
the recognition that an intensity image does not contain sufficient information 
for fully automated reliable target identification in a large database. 

One must extract specific target characteristics from radar images, but 
these characteristics must be the type that can be readily related to the appear- 
ance of the target. These are target parameters such as the length, width, and 
other special features, but this is not enough for reliable identification. We 
must also measure the locations of those scatterers that are not recognizable. 
The information to be used for identification must be easily accessible and 
physically meaningful. If one accepts this premise, then it becomes necessary 
to associate responses in an image with specific scatterers on the target, and to 
measure the positions of the scatterers relatively accurately. This requires range 
and Doppler resolution good enough to yield the required measurement accu- 
racy for the scatterer positions, but not necessarily equal resolution in the two 
dimensions. 

With a further pursuit of this approach, one might ask how much range 
resolution is needed, how much crossrange resolution, or whether range resolu- 
tion by itself might be adequate. We will show that for the general class of 
moving targets, the appropriate questions are the following: How much range 
resolution is needed for the task? How much crossrange resolution is necessary 
to assist range resolution? Also, in those difficult cases in which range resolution 
is not effective because of a small range extent of the target, how much cross- 
range resolution is needed to replace the missing range resolution performance? 
Thus, we should not think in terms of one-dimensional versus two- 
dimensional resolution, but consider range resolution theprimay resolution mode, 
with crossrange resolution neededfor assistance, depending on the application and 
conditions of the moment. 

2.2.2 Measurement of Feature Positions 

As already discussed, we utilize special target features that are characteristic of a 
specific target whenever we can detect them. For example, if we observe a gun 
on a ground vehicle, this is important information. O n  the other hand, a gun is 
rarely detected in an image. Length and width measurements are quite gener- 
ally applicable, yet some targets differ so little in their overall dimensions that 
the requirement on measurement accuracy would be too high if one were to 
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rely on just the length and width measurements for target identification. 
This is why we also must use scatterers that have the same characteristics 
for each target, such as corners and cavities, and for which the difference 
between targets lies only in differences in the scatterer positions on the tar- 
gets. Thus, the measurement of scatterer positions is very important for 
target identification. It is the required measurement accuracy for scatterer 
positions that drives the necessary resolution performance. 

The various scatterers on a target generate image responses, and we 
want to measure the range and crossrange positions of the scatterers associ- 
ated with the responses. If all the scatterer responses were cleanly resolved, we 
could measure the rangelcrossrange positions of the image responses and 
they would correspond to the positions of the actual scatterers, but typically 
a radar does not provide this degree of resolution. Moreover, resolution 
beyond some degree does not help, because the observable features have sig- 
nificant extents and shifting phase centers. Now, no position measurement 
of reasonable accuracy is feasible unless the response of a scatterer can be 
resolved from the other responses. In principle it should not matter whether 
the resolution of a scatterer is accomplished by range resolution, crossrange 
resolution, or a combination of both. As long as a response is resolved by any 
means, the position of the associated scatterer can be measured. Such an atti- 
tude might be appropriate for a stationary target, but it is not useful for 
a moving target. A moving target does not permit much choice in how to 
resolve its scatterer responses so as to allow measuring the scatterer positions. 

There are important reasons why range resolution is the primary kind 
of resolution, and should be as high as affordable (with a limit imposed by 
the effective range extents of scatterers). The obvious practical difference 
between range and crossrange resolution is that range resolution requires lit- 
tle dwell time, because it does not need an aspect angle change of the target. 
However, there are more important reasons as far as performance is con- 
cerned. Range resolution is straightforward to implement, which is not the 
case for crossrange resolution. In fact, crossrange resolution can not typically 
be implemented to a satisfactory degree and quality if good range resolution 
is not available. For example, the motion compensation needed for cross- 
range resolution may be difficult to implement for a moving target when the 
aspect angle is small and, without good range resolution, the compensation 
is essentially impossible to implement well enough when the aspect angle 
approaches broadside. Also, the spurious responses generated by cavity-type 
features are a much more serious problem with high crossrange resolution 
than with high range resolution, at least when the target motion is not very 
smooth. 
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For signal processing and image analysis, it would be most desirable if 
one could avoid crossrange resolution altogether, relying solely on range reso- 
lution. Unfortunately, even high range resolution does not guarantee that the 
scatterers will be resolved, because several still may be within a single range 
cell. Then we need additional crossrange resolution to separate the scatterers 
in the same range cell. In practice, however, we will use only the minimum 
amount of crossrange resolution needed to achieve this purpose, because the 
implementation of crossrange resolution leads to progressively worse prob- 
lems as crossrange resolution is increased. The objective is to use only as much 
crossrange resolution as needed to perform the measurement of scatterer posi- 
tions to the required accuracy. Since the correct crossrange resolution 
depends on the type of target and its behavior, the degree of crossrange resolu- 
tion must necessarily be chosen adaptively. 

2.2.3 Fully Utilizing the Available Range Resolution 

Let us start with the simplest, though most unrealistic, case in which we 
model a target by a set of point scatterers in fixed locations on the target (no 
dependence of the scatterer positions on aspect angle or frequency). Suppose 
that there is no crossrange resolution. We begin with the unrealistic assump- 
tion that range resolution is so high that most of the resolution cells contain 
only one scatterer. We  then can accurately measure the range positions of 
the scatterers without the need for crossrange resolution. We cannot measure 
their crossrange positions, but perhaps we can identify the target based only 
on its accurate range profile. 

Retaining ideal point scatterers, suppose that hardware constraints pre- 
vent us from achieving a range resolution cell so small that most cells contain 
only a single scatterer. In each range cell the scatterers interfere with each 
other, and we can neither tell how many scatterers have contributed to 
the composite response, nor measure the ranges of the scatterers to a small 
fraction of the range-cell width. In other words, if we do not have sufficient 
crossrange resolution to separate the scatterer responses in a range cell, we 
also cannot measure the scatterer ranges with sufficient accuracy. Resolution 
in range is not enough even ifwe are interested only in the range positions of 
the scatterers. 

The consequences of inadequate crossrange resolution are very serious 
for practical targets. We will give an illustration for the very simplest (ideal) 
case, and later discuss why the consequences are much worse in practice. 
Figure 2.3 shows the range responses from two resolved ideal point scatter- 
ers. Because of the unavoidable weighting for sidelobe suppression, the 
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Figure 2.3 Responses from ideal point scatterers 
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half-power widths of the responses are 1.35 resolution cells (or gates). We 
want to measure the range of the response at the right of the figure, which 
in the absence of interference (as in this figure) is just the position of its 
peak. The response on the left is assumed to be at a different crossrange, but 
without crossrange resolution this is irrelevant. If the range separation of the 
response on the left is less than the width of the response, it will interfere 
with the central response. We want to determine the consequences on range 
accuracy; that is, on the position of the peak. 

In Figure 2.4 we show the combined response when the range separa- 
tion of the interfering response is decreased from that shown in Figure 2.3. 
As long as the range separation is at least about one gate, we can resolve the 
responses via analysis of the complex responses without the use of superreso- 
lution, so that an accurate range measurement can be performed. Thus, for 
our illustration we choose the separation smaller than one gate, selecting half 
a range gate for this illustration, but with different phasing of the responses. 
For the top response of Figure 2.4 the phase difference is 90°, for the center 
response it is 135O, and for the bottom response it is 180'. In all three cases, 
the scatterers are located at Range Gates -0.5 and 0.0, as shown by the verti- 
cal arrows in the figure. The scatterer on the left has an amplitude of 1.3, and 
the one on the right has an amplitude of 1.0. The maximum amplitude for 
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Relative range (gates) 

Figure 2.4 Interference pattern for the two responses 

each interference condition is displayed in the legends on the left of the fig- 
ure, and the dashed curves show the response from a fixed point scatterer, for 
comparison. 

If we ignore superresolution for the moment, all we can do for such 
a close scatterer separation is to accept the peak positions as the scatterer 
ranges. The peak positions in the top and center traces are close to the actual 
scatterer positions, with the response peak displaced from the closest scatterer 
by 0.17 and 0.07 resolution cells, respectively. However, even though the 
range accuracy is acceptable, in both cases we detect a single scatterer instead 
of two. For the bottom trace we correctly conclude that there are two scatter- 
ers, but the peak positions are displaced from the scatterer positions by 0.45 
and 0.77 resolution cells. All three receiver outputs of Figure 2.4 provide 
unacceptable range measurement performance (unless the radar has a band- 
width much higher than usual), with the first two cases revealing only a sin- 
gle rather than two scatterers. The transforms of the three complex responses 
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will show that two scatterers are involved, but by extrapolating the patterns 
we still can measure the range positions of the two scatterers only inaccu- 
rately. Nevertheless, it can be important not to interpret the composite 
response from two scatterers as a response from a single scatterer. 

2.2.4 The Real Situation and Requirements on Crossrange Resolution 

Since real targets do not backscatter like a set of point scatterers in fixed posi- 
tions, the problem of position measurements is even more serious than indi- 
cated by the idealized example of Figure 2.4. In that example we assumed 
that a range cell contains only two scatterers, but with poor crossrange reso- 
lution there will often be more than two unresolved scatterers in a range cell. 
We also assumed point scatterers in fixed locations on the target. The strong 
scatterers tend to be extended irregular corners and cavities rather than point 
scatterers, and their positions may shift with aspect angle and over the fre- 
quency band of the signal. Lastly, there may be many spurious responses that 
indicate positions where there are no scatterers and that may mask genuine 
responses [3 (Section 2.4), 41. We already discussed why the suggested rem- 
edy of superresolution cannot work. 

The problems examined here mean that a nominal range resolution as 
defined by the signal bandwidth is meaningless for the measurement of range 
positions if not accompanied by a sufficient crossrange resolution. The only 
situation in which the nominal range resolution of the radar is meaningful is 
when range resolution is chosen so high that each range cell contains only a 
single significant scatterer. Even if we are not interested in crossrange meas- 
urements, if a range cell may contain more than one scatterer, we need cross- 
range resolution in order to fully resolve the scatterers, so that an accurate 
range measurement is possible. Again, the reason for range resolution is the 
need for range measurements, and a nominal range resolution of some value 
does not guarantee that we can measure the range of a scatterer to a fraction 
of the range cell. This is where we need at least some degree of crossrange 
resolution. 

We have shown that unless adequate crossrange resolution is imple- 
mented, we will not be able to measure the ranges of the scatterers suffi- 
ciently accurately, which means that no use can be made of scatterer 
positions. However, having implemented some degree of crossrange resolu- 
tion, we can also measure the crossranges of the scatterers to an accuracy 
much better than the width of the crossrange resolution cell. Thus we can 
peform accurate two-dimensional position measurements even when crossrange 
resolution ispoor. In summary, performing accurate positional measurements 
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requires high resolution in only one dimension, which must be range, but it 
will generally have to be assisted by some degree of crossrange resolution. 
This situation is quite different from implementing square resolution cells, as 
one would in an optical system. 

The reader may wonder why we are discussing in such detail an issue 
that should be obvious. The reason is that there have always been attempts to 
solve specific radar problems by providing resolution in range only, without 
crossrange resolution. We want to show why this is generally impossible, 
in particular with real data. For the following illustrations the reader should 
keep in mind that we are increasing crossrange resolution in order to improve 
measurement accuracy in range, not in crossrange. 

2.2.5 Illustration with Real Data 

In our illustrations throughout this book, we will not use the conventional 
presentations of SARIISAR images giving the value of the cross section 
in each pixel. This type of presentation is analogous to a photograph, and 
would be justified if one could identify a target by examining such an image. 
Since we strongly believe that this is not possible (particularly when target 
motion allows only poor crossrange resolution), we will instead use a presen- 
tation that highlights the strong image peaks, which serve as starting points 
for the extraction of feature positions. We will almost always use this so- 
called peaks plot presentation, where the positions of the local maxima of the 
intensity image are indicated by dots. The area of a dot is proportional to the 
height of the associated response peak. A dot is plotted only if the local maxi- 
mum is found in the range gate of the response, the crossrange gate, and the 
two diagonals. One must keep in mind that the local maximum indicated in 
the peaks plot may exceed the surrounding level only by a minimal amount, 
so that separated dots by no means indicate resolved responses. Furthermore, 
one must not forget that the image is complex and that the phase contains use- 
ful information. However, since we have not found a practical way of present- 
ing complex images, we will show only intensity images in peaks plot form. 

The peaks plot has various advantages over the conventional presenta- 
tion of SARIISAR images. The primary reason for its use is that we typically 
examine specific responses, which can be easily identified by the positions of 
the dots. Another reason is that the peaks plot allows one to judge the quality 
of an image far more easily than a conventional plot. As discussed in Chapter 1 
and Appendix H, we know that a typical fighter aircraft, ground vehicle, or 
small ship has about 20 or 30 responses (fewer, if resolution is low) strong 
enough to be observable above the background from the weak scatterers 
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generated by the target. Hence, if we see a peaks plot with a much larger 
number of dots of significant size, we immediately suspect that the motion 
compensation is inadequate, that the image contains many spurious 
responses, or both. An image with many more dots almost always has a qual- 
ity too poor to be of use. 

We emphasize two points in connection with the peaks plot presenta- 
tion. First, the peaks plot contains less information than an intensity plot; 
its utility lies in guiding the eye to the more useful information. Second, 
the number of dots serves as a convenient tool for quickly estimating crude 
image quality, but we do not use it for any processing decisions. Rather, 
regardless of whether a peaks plot shows a "reasonable" number of dots, we 
must check whether the individual responses are sharply "focused" (com- 
pressed is a better term because this is not optics). Some of the peaks plots 
contain dotted lines. These show the locations within the image of image 
cuts displayed in other figures. Each dotted line is labeled by the numbers of 
the figures to which it corresponds. 

In order to demonstrate the need for at least some degree of crossrange 
resolution, we use a SAR surveillance image of a turning vehicle. Range reso- 
lution of the radar (the range-gate width) is 1 ft, and an automated motion 
compensation as described in [3] was performed. In Figure 2.5 we show the 
peaks plot image of the vehicle with a crossrange resolution of about 4 ft, 
with the approximate vehicle outline given by the dotted rectangle. Because 
the vehicle is turning, the imaging time is only 0.035 seconds. We choose the 
weak peak marked by the dotted line for our illustration. A cur through the 
complex image in the crossrange gate of the response is shown in Figure 2.6, 
with the amplitude function on top and the phase function at the bottom. 
The dashed line shows a fixed point scatterer response, for comparison. The 
half-power width of the response relative to that of the point scatterer is 
1.225, which implies that the response is generated by more than one scat- 
terer, or by a scatterer with a strongly shifting phase center. The decision 
between the two ~ossibilities can be made by taking a transform of the com- 
posite response. If the response is generated by a single scatterer, the ampli- 
tude function of the transform will be roughly constant. If it is generated by 
two interfering scatterers, the transform will show the typical interference 
pattern for two scatterers, as in Figure 2.2. 

This transform, taken between amplitude minima, is shown in 
Figure 2.7. The pattern of the transform does not have the constant ampli- 
tude associated with a single scatterer. The amplitudelphase pattern also does 
not approach that of two interfering scatterers well enough to measure the 
range positions of the two scatterers with reasonable accuracy. We could 
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Crossrange 

Figure 2.5 Peaks plot image with 4 ft crossrange resolution. 

Figure 2.6 Image cut in the crossrange gate of the response. 
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Figure 2.7 Transform of the response marked in Figure 2.6. 

decide to accept the response as coming from a single scatterer with the range 
position given by the position of the peak. However, this would be a poor 
decision because mistaking a response from two scatterers as one coming 
from a single scatterer and then assigning a position to that scatterer is very 
detrimental for target identification. The better alternative is to accept two 
scatterers with poor accuracies in range, and not place much weight on the 
measured range positions. In the case of Figure 2.6, the measurement error 
might approach 1 gate, or 1 ft. As a test, we regenerated the image with cross- 
range resolution improved by a factor of four to about 1 ft. The new ampli- 
tudelphase pattern corresponding to Figure 2.7 was much improved, yet 
was not good enough to allow an accurate determination of the positions of 
the scatterers. The reason can be recognized from Figure 2.6. The sharpness 
of the amplitude minimum in Gate 37.2 implies that it is not a minimum 
between two neighboring resolved responses (as in Figure 2.3), but that it 
is caused by destructive interference between two adjoining unresolved 
responses, which is the worst case of interference (the TSA requires the most 
extrapolation for this case). 

With a further doubling of the imaging time to 0.28 seconds we obtain 
an image with a crossrange resolution of 0.5 ft, with the peaks plot given in 
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Figure 2.8. We show the image for comparison with Figure 2.5, which has 
many fewer peaks. The vehicle outline is in the same location in both figures. 
The image cut in the crossrange gate of the response of interest is shown 
in Figure 2.9. By comparison with Figure 2.6 we see how the interference 
in range is reduced as crossrange resolution is improved. The unresolved 
response indicated by the bulge in about Range Gate 38 of Figure 2.6 has 
shifted in crossrange away from the central peak in Figure 2.9, so that the 
central peak more closely matches the response of a fixed point scatterer. The 
normalized half-power half-widths for the left side of the peak are 1.417 and 
1.201, in Figures 2.6 and 2.9, respectively. Furthermore, the phase corre- 
sponding to the central peak deviates much less from linearity in Figure 2.9 
than in Figure 2.6. We find that a refinement of the range position now is 
possible, by taking the transform of the response and interpreting it in accor- 
dance with the two-scatterer model. 

We again double the imaging time to 0.56 seconds, obtaining a cross- 
range resolution of 0.25 ft and the peaks plot image of Figure 2.10. The vehi- 
cle outline is in the same position as in the lower resolution figures. The 
appropriate image cut through the same response is shown in Figure 2.1 1. 
As indicated by the relative half-power width of 0.938, the response is 

Figure 2.8 Peaks plot image for a crossrange resolution of 0.5 ft. 
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Figure 2.9 Image cut in the crossrange gate of the response. 

Crossrange 

Figure 2.10 Peaks plot image for a crossrange resolution of 0.25 ft. 
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Figure2.11 Image cut in the crossrange gate of the response. 

essentially generated by a single scatterer, so that the peak position may be 
accepted as the position of the scatterer. 

The image of Figure 2.10 contains so many peaks that we suspect that 
the motion compensation may be inadequate (in an automatic system, the 
quality of the motion compensation must be checked for all images). The 
image indicates that we probably have attempted to achieve a crossrange 
resolution too high for the given situation, primarily the motion behavior of 
the vehicle. However, even if the motion compensation may be too poor to 
allow performing accurate crossrange measurements, it does improve the 
range measurement. As will be seen later, in situations where a target's 
motion behavior is so erratic that no accurate crossrange measurements can 
be performed, the motion still must be utilized to obtain accurate range 
measurements. 

2.2.6 Checking the Limit on Crossrange Resolution 

Typically, when too high a ctossrange resolution is attempted, the residual 
motion compensation errors effectively generate an interference pattern from 
two or more images slightly displaced in crossrange, which leads to many 
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more responses than there are scatterers. A motion compensation of adequate 
quality cannot be performed over an arbitrarily long interval, in particular 
if the vehicle is not behaving like a rigid target. This means we must verEfj 
the quality of the motion compensation in each case and, if necessa y, to reduce 
the imaging time. Even though nominal crossrange resolution is degraded 
in the process, we have no choice. 

We will describe the important step of checking the quality of the 
motion compensation in considerable detail in Section 2.3. For a brief sum- 
mary, to check the quality of the motion compensation for an image, we 
have to find a response which is sufficiently resolved from others and stands 
out in the background interference so well that the amplitude function of its 
transform does not have deep breaks. In that case the phase describes the 
range motion of the scatterer, which is to be checked. Finding a sufficiently 
resolved peak may be difficult or impossible, because the motion compensa- 
tion may be poor at this stage. If such a peak cannot be found, we must 
reduce the nominal crossrange resolution and try again. This will also be 
illustrated in the chapters on target identification. As nominal crossrange 
resolution is reduced, the motion compensation will be more satisfactory; 
there is an optimum compromise between improved motion compensation 
and degraded crossrange resolution. 

The image of Figure 2.10 contains several peaks that permit the 
described measurement, with the most suitable peak (as determined from the 
transform of the response) marked by the arrow. An image cut in the range 
gate of the peak is shown in Figure 2.12. The relative half-power width of 
1.134 is sufficientiy larger than unity to conclude that there is either a prob- 
lem with interference or with the motion compensation. This also can be 
decided only by taking a transform. The transform over the entire interval is 
displayed in Figure 2.13, after subtraction of a linear fit to the phase. The 
rapid phase (and amplitude) fluctuations are caused by the lower level 
responses in Figure 2.12, whereas the roughly quadratic up-and-down trend 
of the phase is due either to a motion compensation residual or the phase- 
center shifting of the scatterer. To find the cause, we compensate the slow 
phase trend shown by the dashed curve, and apply the same compensation to 
other responses in the image. These responses will be properly compressed if 
the phase modulation is due to residual motion, but will be smeared if it 
comes from the ~hase-center shifting of one scatterer. 

Figure 2.14 shows the image cut of Figure 2.12, after compensating the 
image with the slow phase trend of Figure 2.13. The compensation is essen- 
tially perfect, as indicated by the near unity (0.96) relative half-power width, 
the nearly linear ~hase ,  and the absence of high response sidelobes. It is 



Topics Related to Target Identzfication 119 

, , , a , , ,  

Crossrange 92 94 96 98 100 102 104 

(gates) I ~ I I I ~ ~ I I I I ~ ~ I I ~ ~ I I I ~ I I I I ~ I I I I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ ~ ~ I ~ ~ ~ ~ I ~ ~ ~ ~ I ~ ~ ~ ~ I ~ ~ ~ ~ I ~ ~ ~ ~ ~ ~ ~ ~  
-a -2 0 2 4 6 8 

Figure 2.12 Image cut in the range gate of the peak selected for checking the motion 
compensation. 
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Figure 2.13 Transform over the interval displayed in Figure 2.12. 
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Figure 2.14 Image cut of Figure 2.12 after phase compensation. 

always necessary to verify that the phase compensation has worked well, as 
done with Figure 2.14, because otherwise it becomes problematic to check 
other responses in the image. 

When we apply the same phase compensation that compresses the 
response of Figure 2.1 1 into the high-quality response of Figure 2.14 to 
other responses in the image, we find that the compression also works on 
other responses, but not as well. From this fact we conclude that at least a 
good part of the slow phase variation of Figure 2.13 is due to a motion com- 
pensation residual. To determine whether all of it is a motion compensation 
residual or whether a part comes from a phase-center shift of the scatterer, we 
must compare the signal phases of the other responses (after compensation), 
considering that the phase centers of these scatterers also may not be stable. 
However, even though one can differentiate between the various effects 
and come to the correct conclusion ( [ 3 ] ,  Section 6.3), we should not be too 
ambitious if the system is to be fully automated. Thus it is simplest and prac- 
tical to examine Figure 2.13, find some subinterval over which the phase 
function is sufficiently linear, and form an image over that subinterval. In 
this instance we conclude that the underlying trend of the phase is quite 
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linear between the normalized times of -0.2 and 0.4 seconds (shown by 
the dotted vertical lines), and use this particular time interval to form a new 
image. Actually, we could reduce the overall curvature of the phase even 
more, choosing the interval from 0.0 to 0.4 seconds. The image then is that 
already shown in Figure 2.8. The image thus is a compromise between cross- 
range resolution and complexity of the motion compensation. An analysis 
of the image responses shows that scatterer positions can be measured with suf- 
ficient accuracy (responses can be decomposed into one or two scatterer posi- 
tions, with estimated uncertainties of a small fraction of a resolution cell). 

2.2.7 Crossrange Resolution for Targets at Broadside Aspects 

We have shown above that, for moving targets, crossrange resolution has a 
role subordinate to that of range resolution, even though an adequate degree 
of crossrange resolution is essential regardless of whether one wants to meas- 
ure scatterer positions in range and crosstange or only in range. Crossrange 
resolution must be high enough that the image permits position measure- 
ments on enough scatterers to accomplish the task at hand. The number of 
scatterers depends on the task and the type of target; identification requires 
more than classification. 

For targets such as aircraft, the important scatterers for identification 
are mostly on the fuselage, and the fuselage is long and narrow. When the 
aircraft is viewed near broadside, range resolution is not very effective on the 
fuselage, so that scatterer resolution depends primarily on crossrange resolu- 
tion. T o  a lesser but still significant degree this is also true for ground vehi- 
cles. Although the ratio ofwidth to length is not as small for ground vehicles 
as for an aircraft fuselage, at broadside the observable scatterers lie mostly 
along the illuminated edge. Hence, when the target is viewed near broadside, 
gound  vehicle identification demands crossrange resolution comparable to 
range resolution. Since such a degree of crossrange resolution can seldom be 
obtained on moving targets, identification near the broadside aspect becomes 
problematic. The general conclusion is that, at least for moving targets, satis- 
factory identification performance is likely only when one need not place a 
high requirement on crossrange resolution. 

2.2.8 Section Summary 

Resolution requirements for target identification are driven by the need 
to measure the positions of target features to some accuracy. In principle, 
it does not matter what kind of resolution is used to resolve scatterers. In 
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practice, range resolution is primary, with (usually lower) crossrange resolu- 
tion implemented only to assist range resolution. Problems arise when cross- 
range resolution replaces range resolution because the latter is not effective. 

The primary function of crossrange resolution is to separate responses 
in the same range gate sufficiently to allow accurate range measurements. In 
the process, we also make crossrange measurements to a fraction of the cross- 
range cell. This usually allows crude crossrange resolution, with the burden 
of scatterer resolution carried by range resolution. 

Since we address the measurement of scatterer positions, target images 
are presented in peaks plot form. Because a target contains a limited number 
of dominant responses, a peaks plot with too many peaks indicates poor 
image quality. 

Crossrange resolution on moving targets is problematic, and the qual- 
ity of the motion compensation must always be checked. This is done by 
finding a response dominant in its range cell, taking a transform, and verify- 
ing that the amplitude function has no deep nulls. The phase function then 
describes the residual motion. If such a response cannot be found, the imag- 
ing interval must be reduced and the motion compensation rechecked. The 
iteration of the process may lead to low crossrange resolution, which must be 
accepted. 

Range resolution becomes ineffective near broadside aspects for tar- 
gets with elongated shapes. This explains the difficulties of identifying targets 
near broadside. 

2.3 Imaging Moving Targets 

In this section we discuss imaging principles, then treat the important topic 
of motion compensation, providing the level of detail needed by someone 
working in this field. The reader only generally interested in target identi- 
fication need not follow the more detailed treatments of signal-processing 
methods. 

2.3.1 Imaging Principles 

The fact that the theoretical and radar system work on target identification 
has been guided by quasi-optical thinking is probably related to the per- 
formance of ground surveillance SAR, which generates ground maps that 
approach the quality of a photograph. Optically inspired interpretation 
methods then are appropriate. However, metallic man-made targets do not 
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backscatter like trees, fields, roads, and other terrain features. Although 
the resolution performance of radar has been progressively improved over the 
years, with the hope that resolution performance might eventually be high 
enough to obtain images with photographic quality, this has not happened 
with man-made targets such as ground vehicles. Much effort has gone into 
focusing the intensity image, again borrowing optical terminology. The 
thinking was, if a SAR system performs the appropriate compensation of 
the platform's motion, the images of stationary ground targets will be well 
focused, and with sufficient resolution the targets should be identifiable. If a 
ground vehicle is moving, on the other hand, its image in the SAR scene will 
be highly smeared. Thus, we must compensate the motion of the ground 
vehicle in order to focus its image. For moving ground vehicles the problem 
has been thought to be developing the appropriate motion compensation, 
so that the image of a moving vehicle would be much like that when it is 
stationary. 

We can only demonstrate that target identification is feasible with the 
methods described in this book; we evidently cannot prove that radar identi- 
fication of a man-made target cannot be done in a way similar to the identifi- 
cation of a target from a photograph; that is, from the shape and details of 
its intensity image. However, based on our experience with real data from 
man-made targets, we believe that the quasi-optical approach cannot work if 
one is dealing with more than a small number of targets in the database; this 
is particularly true if reliable identification is to be fully automated. Instead 
of "focusing" the intensity image of a moving target, the aim must be to gen- 
erate an image that allows the extraction of those parameters needed to iden- 
tify the target. In an automated system we may never actually generate the 
final "image." After extracting the requisite target parameters from the data, 
there will generally be no need to form a corresponding image, the details of 
which are used for identification. With this understanding, in this book we 
will nevertheless follow conventional practice and use the term "target imag- 
ing" as if a "good" image were the final goal, but will do so merely because it 
allows us to simplify the terminology. 

T o  restate an important point, identtfication of a moving target cannot be 
considered as the identzjication of a stationa y target afier the appropriate motion 
compensation. The situation is quite different. Some targets may indeed occa- 
sionally move so smoothly that a good motion compensation will generate 
the image of the target as if it were stationary. However, this case is so rare 
that no identification system can be designed on such a basis. With progres- 
sively worse forms of target motion, we lose the capability of making 
"focused" two-dimensional images, because crossrange accuracy may be 
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severely degraded. Crossrange resolution might be much worse than range 
resolution. Target outlines and shapes will not be recognizable by inspecting 
an intensity image, but then again the goal is target identification rather than 
imaging. In these cases we will use crossrange resolution to resolve scatterers 
within the same range gate to permit accurate range measurements, but will 
make little or no use of their crossrange positions. This is still much superior 
to the use of range profiles, which typically are interference patterns that do 
not allow accurate range measurements for more than a few strongly domi- 
nant scatterers. Crossrange resolution is needed to separate the responses in 
the same range gate. 

The imaging of moving targets presents fundamental problems that 
cannot be solved with the conventional approaches. T o  explain the situation 
in more detail, we start with the simplest case of an aircraft flying at constant 
speed along a straight line in perfectly smooth fashion. That is to say, there is 
no yaw, roll, or pitch motion, nor any bouncing due to atmospheric turbu- 
lence. Unless the aircraft is headed straight toward the radar, the changing 
aspect angle causes the Doppler of the aircraft to change even though the air- 
craft may be going at constant speed. Assume that we are tracking a specific 
scatterer, with the signal-to-noise ratio very high. The phase function of the 
scatterer will be monotonically curved without being affected by anything 
but the translational motion of the aircraft. If we fit a sufficiently flexible 
polynomial or spline function to the phase function, and use the spline to 
compensate the scatterer response, it will be perfectly focused. We can use 
progressively longer processing times, so that the scatterer response becomes 
proportionally sharper, and yet it will remain perfectly focused. 

Now, in a first step toward reality, assume that the signal-to-noise ratio 
of the scatterer response has more realistic values. Note that the cross section 
of such a scatterer typically is only a small fraction of the total cross section of 
the aircraft, and that radars do not employ a surplus of average transmitter 
power. Under these conditions, the phase function of the scatterer response 
will be modified by the noise. A spline function fitted to the phase thus does 
not provide a perfect measurement of how the phase of the scatterer response 
is changing, and hence how the range of the scatterer is changing. When 
the smeared response is compensated with this spline, it will not be perfectly 
compressed. If the phase measurement were affected by white Gaussian noise 
only, the fitting of the spline would average over the noise, effectively provid- 
ing a large integration gain. In practice, however, the "noise" is mainly inter- 
ference generated by other scatterers on the aircraft, because of inadequate 
resolution from neighboring scatterers and a background generated by all 
kinds of response, genuine as well as spurious. This interference has a 
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structure similar to that of the scatterer responses being tracked, so that it will 
falsify the measurement. This implies a degradation in the quality of the 
motion compensation and of the image. 

There are other fundamental problems. Even when a target is moving 
relatively smoothly, there will often be disturbances in the motion. An 
aircraft might execute an abrupt inadvertent yaw motion, or it might be 
affected by atmospheric turbulence. Similar changes in motion occur with 
ships, and ground vehicle motion generally is even more erratic. It is impossi- 
ble to compensate such abrupt changes in the motion to the degree that a 
good image is obtained. When a spline function is fitted to a phase function 
corrupted by noise and interference, the errors in the fit due to interference 
will generate rather high crossrange sidelobes. These will not be at the 
-30 dB level of the Doppler sidelobes introduced by the radar, but perhaps 
at -10 dB or even -3 dB. An additional problem is that a changing rotation 
axis tends to cause spurious responses in positions where there are no real 
scatterers, and these spurious responses can be strong and numerous. Flexing 
of moving targets is still another problem. Considering these difficulties of 
imaging moving targets, our aim must be to generate images that permit one to 
extract those parameters that allow identiJication of the targets. 

2.3.2 Motion Compensation 

Although the goal is not the generation of an image that looks good to the 
eye, but an image that allows one to extract identifying information, an 
appropriate motion compensation is still required. In [3] we describe a "per- 
fect" motion compensation that will generate a high-quality image of a 
smoothly moving target, with high crossrange resolution. Our experience 
since then has shown that, more typically, the radar must operate under such 
severe conditions that one can use only some elements of such a sophisticated 
motion compensation. These elements must be used adaptively, guided by 
a real-time analysis of the motion behavior of the target as determined by 
imaging. In this section we will describe such a motion compensation in gen- 
eral, with more detailed illustrations given in the chapters on the identifica- 
tion of the various types of target. 

Even in those applications where we must be satisfied with a motion 
compensation much simpler than the one that provides high crossrange reso- 
lution on smoothly moving targets, primarily applicable to aircraft under 
benign flight conditions, several motion compensation steps will normally 
have to be used. We generally distinguish between a motion compensation 
performed on the target as a whole and one that compensates a specific 
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scatterer on the target. The former must necessarily be much cruder than the 
latter. A different type of distinction depends on whether the motion com- 
pensation is based on range as measured by the pulse bandwidth or the range 
resolution cell, or whether the measurement is based on the signal phase. 
Since the range resolution cell ordinarily is much larger than the wavelength, 
the former compensation will be much cruder than the latter. When the 
range resolution cell is utilized, we speak of range compensation, and in the 
case of the phase we call it phase compensation. There is a third method 
between these two extremes, and this is Doppler tracking. Doppler tracking 
is based on phase, so that it is more accurate than range tracking, but since 
Doppler tracking involves averaging over a time window, it cannot follow 
time variations of the scatterer phase to the degree that is possible with phase 
tracking. As a last option, instead of tracking in range and in Doppler, we 
can track in both range and Doppler simultaneously. Such tracking is neces- 
sary when a range cell contains several scatterers of comparable strengths, in 
which case range tracking of a specific scatterer may not be possible. In the 
following we will explain how the various tracking methods are combined 
into a single motion compensation, given the motion behavior of a target. 

2.3.2.1 Range Compensation 

A radar is designed to detect a target of specified cross section at some maxi- 
mum range. There are various detection schemes implemented in opera- 
tional radars, and also various tracking schemes, so that one cannot make 
accurate statements that apply generally. However, for a rough estimare, we 
can reason as follows. Ifwe use the entire target to perform the range tracking 
and compensation, it can be done at the maximum detection range. The sub- - 
sequent step of the Doppler compensation on the entire target involves tak- 
ing transforms over some time window, so that a coherent integration gain 
is achieved. This implies that Doppler tracking of the target could be even 
more readily performed at the maximum detection range than range track- 
ing. An image with the standard motion compensation, range, and Doppler 
tracking of the entire target thus can be formed at the maximum detection 
range. - 

Identification depends on the visibility of individual scatterers, whose 
cross sections are considerably smaller than the cross section of the entire tar- 
get. However, imaging involves coherent integration over many pulses, and 
the resulting integration gain allows the measurement of individual scatterer 
positions in the noise at about the maximum detection range. T o  illustrate, 
target detection might be performed with a burst of perhaps 5 to 10 ms dura- 
tion. If we form an image using the same signals at the same PRF and with an 
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imaging time of 200 to 400 ms, we have an integration gain of 40, so that the 
signal-to-noise ratio will be adequate for scatterers whose cross sections are 
one-fortieth that of the entire target. The conclusion is that target identifica- 
tion should be achievable at about the maximum detection range. 

The preceding reasoning is correct when the motion of a target is very 
smooth, so that the standard motion compensation is adequate and only low 
crossrange resolution is needed. As will be shown in the chapters on identifi- 
cation, targets usually do not move so smoothly that forming an image over 
some time with the standard motion compensation is adequate, in which 
case it is essential that one have the ability to track individual scatterers rather 
than only the target as a whole. This tracking is performed by taking the 
transform of the image cut in the range gate of a response, so that the behav- 
ior of the phase function may be examined. If the transform window extends 
only over the main lobe of a compensated response, the coherent gain from 
imaging is preserved. However, such a transform window does not include 
the high frequencies of the response, so that the variations of the transform 
amplitude and phase functions are smoothed. The phase function then does 
not allow determining whether or not the motion of the target changes 
abruptly at some time, which would adversely affect imaging and identifica- 
tion. Thus we must extend the transform window over at least about 
10 crossrange gates, which implies that the integration gain from imaging is 
reduced by at least a factor of 10. For smooth target motions, we concluded 
that identification can be performed at about the maximum detection range. 
With a reduction of the integration gain by a factor of 10, from the fourth- 
power range law we find a reduction of the identification range by a factor of 
1.78, so that identification can be performed at about half the maximum 
detection range. 

Based on this discussion, one must adopt the following practical view. 
Target identification is considerably more difficult than target detection. If it 
is important that target identification be performed at the maximum detec- 
tion range, more signal energy must be provided for identification than can 
be obtained by continuing to transmit the pulses used for detection at the 
same PRF over the imaging interval. If this is not acceptable, then target 
identification cannot be achieved near the maximum detection range. These 
are questions of policy that are beyond the scope of this book. We know that 
it is necessary to track individual scatterers, and in the following we will 
ignore questions concerning the relation between maximum detection range 
and maximum identification range. 

T o  demonstrate the various steps of the motion compensation, we 
arbitrarily select a two-second data segment collected on an aircraft. In an 
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operational system, the radar would collect data over some minimum time 
interval and, in real time, go through the motion compensation steps and 
form an image while the data collection continued. The image would be 
analyzed in real time in the same way as will be demonstrated below. If the 
decision is made that more data are needed, the motion compensation is 
extended over a longer interval, another image is formed, and the analysis 
is repeated. This process is continued until an image of the desired properties 
and quality can be generated. 

In Figure 2.15 we show a sequence of range profiles received from an 
aircraft over two seconds, displaying every second range profile. This particu- 
lar radar uses a range window that extends over 64 range gates. The abscissa 
of Figure 2.15 depicts the 64 range gates that cover the range window, and 
the ordinate gives running time. Because of the high range rate of the aircraft, 
the individual range profiles drift quickly through the range window and are 
folded every time they move through the 64 gate range ambiguity. The first 
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Figure 2.15 Sequence of received range profiles. 
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processing step is to remove the range drift, which requires measuring the 
range drift. This can be done by any of several methods. We can measure 
the range centroid of each range profile, we can correlate one range profile 
with the next, or we can track a prominent response peak, in each case using 
smoothing to average over the measurement errors. Still other methods may 
be used for this crude compensation step. The important point is that the 
rurvejtted to the sequence of range measurements must not be too flexible, since 
it might too closely follow spurious motions introduced by the measurement 
errors. This would be disastrous for the range compensation step, because the 
range changes involved are too large to be properly corrected by the follow- 
ing Doppler compensation. A linear fit is the correct choice for this step, 
even when the observation interval is as long as used for this illustration. Any 
nonlinear motion can be removed in the following step. 

In Figure 2.16 we show the sequence of range profiles after the con- 
stant range drift was removed by correlation. The range drift has largely 
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Figure 2.16 Range profiles after removing the drift. 
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disappeared, so that one can see the range-cell wander caused by the fact that 
the range rate varies with time. Since in this instance each range profile is 
generated by a fairly long linear frequency sweep, in the order of millisec- 
onds, the motion compensation implied in the range alignment also some- 
what changes the shape of each range profile. 

The same method used to remove the constant range drift will gener- 
ally also be used to remove the residual nonlinear range-cell wander in 
Figure 2.16. It again is critical not to use too flexible a fit, with the proper 
choice a quadratic fit when the residual range wander is monotonic. (The 
adequacy of the fit, and whether too flexible a polynomial has been used, can 
be tested by taking the transform of a response after range and Doppler com- 
pensation, as will be illustrated later.) Actually, there is no need to split the 
range compensation into two steps, the first for removing the constant drift 
and the second for eliminating the range-cell wander due to the changing 
range rate. We split the process into two parts merely because we want to 
consider the important task of single-scatterer tracking, in which case for 
illustration purposes we must remove the constant range drift, at least 
approximately. Whereas the removal of the range drift can be done in any 
one of the ways mentioned above, we want to remove the residual range-cell 
wander by range tracking a single scatterer. This is an extremely important 
step in the motion compensation and imaging process, and is considered 
next. 

In order to track single scatterers, we start with the succession of range 
profiles after the gross range drift has been removed. If the response peaks of 
a range profile truly represented the responses from single scatterers, tracking 
a particular peak of the range profile would be tantamount to tracking a par- 
ticular scatterer. Since the range profile is an interference pattern, single- 
scatterer tracking is more difficult. This can be appreciated from Figure 2.17, 
which shows the ranges of the 17 strongest peaks of each of the received 
range profiles. If these peaks represented true scatterer positions, Figure 2.17 
would show a series of continuous tracks over the entire two-second interval. 
In fact, there is not a single complete track visible in the figure. The plot is 
another verification that range profiles represent interference patterns that 
change rapidly with aspect angle. There are three different methods of deal- 
ing with the problem and establishing a scatterer track. 

The crudest method is based on the peaks of the range profiles, that is, 
on the "peaks tracks" of Figure 2.17. We can search for a reasonably good 
track, perhaps with some gaps that can be bridged by fitting a polynomial, 
or a spline function consisting of polynomials with break points. The 
best candidate for such a track is the one starting in Range Gate -13.4 in 
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Figure 2.17 Peaks tracks corresponding to Figure 2.16. 

Figure 2.17, indicated by the upper arrow. If such a relatively good track can- 
not be found, we can search for one that alternates between two range gates, 
as occurs when two primary scatterers are interfering with each other so that 
the response peaks are continuously shifting back and forth. An example 
is the pair of tracks starting in Range Gates -22 and -24, indicated by the 
lower arrow. As explained earlier, resolution based on the intensity output is 
degraded by a factor of two with respect to the inherent resolution of radar, 
as provided by the complex processor output; because the peaks tracks 
of Figure 2.17 are based on the intensity range profiles, range resolution is 
degraded. Using the peaks tracks thus is a relatively crude form of scatterer 
tracking. 

To facilitate range tracking, we should utilize the complex range pro- 
files. The responses of the complex range profiles should be analyzed with the 
one-dimensional TSA to determine actual scatterer positions, and in effect 
the peaks tracks of Figure 2.17 should be replaced by tracks of actual scat- 
terer positions. Such a utilization of the inherent range resolution capability 
will significantly improve the trackability of individual scatterers. This fact 
is illustrated below, but since the method has not been integrated into the 
interactive software used for the demonstrations in this book, we will con- 
tinue this example with the simple peaks tracks. Simple tracking of the peaks 
of the intensity range profile has proved adequate for all demonstrations 
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given in this book. However, for fully automated tracking we want to use the 
most robust method. 

Even when the peaks of the complex range profiles are analyzed to 
obtain actual scatterer positions, range resolution is only improved by a 
factor of two. The improvement will not be sufficient for certain situations, 
in particular when the aspect angle of a target becomes so large that range 
resolution is ineffective along the long dimension of the target. The problem 
then is that too many significant scatterers are within the same range cell. It 
becomes necessary in this situation to resolve the scatterers in the same range 
cell in Doppler, at least to some degree. Instead of range rracking we then use 
combined rangelDoppler tracking. This tracking method was described in 
[3], and it is also demonstrated below. As is the case with range tracking of 
scatterer positions rather than peak positions, it has not been integrated into 
our interactive software, only into automated identification software. Thus, 
for our demonstrations we will use only the crudest range-tracking method, 
based on the peaks of the intensity range profile, and this range track will 
be followed by a Doppler track of the scatterer. With the third method we 
would not break the scatterer track into these two steps but use a combined 
rangelDoppler track instead. Note, however, that the improved tracking 
methods (utilizing complex range profiles and combined rangelDoppler 
tracking) still do not solve the problem of scatterer tracking when the aspect 
angle is so large that range resolution is not effective along the long dimen- 
sion of the target. 

For an illustration of the simple peaks tracking procedure, we select the 
peaks track starting in Range Gate -13.4 in Figure 2.17, and fit a quadratic 
polynomial as indicated in Figure 2.18, bridging one gap and smoothing the 
variations in the measured peak positions. These variations are not true range 
variations of the scatterer, but are caused by the changing interference condi- 
tions. We  again point out that the fitted curve must never be so flexible that - .  

it can follow these small scale variations. It would make the next compensa- 
tion step, tracking the scatterer in Doppler, impossible. However, the fact 
that Doppler tracking becomes impossible serves as a safeguard and prevents 
us from going on with the motion compensation and generating a meaning- 
less image. When range tracking a scatterer, we must use the rule that the 
spline function only be flexible enough to take out the smooth trend. In cases - 
where the situation is not as clear, we must check the success of each process- 
ing step. This will be demonstrated below. 

When we remove the delay measured with the polynomial fit from 
each of the successive range profiles, thus motion compensating the data, we 
obtain the range profiles of Figure 2.19. If any of the alternative methods 
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Figure 2.18 Peaks track and polynomial fit. 
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Figure 2.19 Range profiles after range compensation. 
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discussed above are used to eliminate the entire range cell wander in 
one step, not just the linear drift, the resulting range profiles are indistin- 
guishable from those of Figure 2.19. To illustrate another range track for 
Figure 2.17, in Figure 2.20 we show a peaks track for the case of two interfer- 
ing scatterers (Although the range gates agree with those of Figure 2.17 in 
this case, in other figures they may not, because the range profiles as a whole 
may have been shifted.) With this lower quality track of a doublet of unre- 
solved scatterers, the important point is that the indicated rapid range varia- 
tion of the peak positions can extend only over a range interval within which 
two unresolved scatterers can alternately generate a single peak or two peaks. 
This range interval is at most about two range gates wide. When the particu- 
lar range track of Figure 2.20 is used to compensate the data, the further 
motion compensation steps lead to an image that provides the same informa- 
tion as one based on the simpler peaks track of Figure 2.18. 

This is generally not the case when rapid range variations like those 
in Figure 2.20 are larger than about two range gates, because more than 
two scatterers are involved, but this again would be recognized in the further 
processing steps. Again, this is so because of the crudeness of range measure- 
ments, where errors easily become so large that they cannot be corrected in 
the next motion compensation steps. Even the first processing step following 
range tracking-that is, Doppler tracking-might not work in the sense that 
no Doppler function would be obtained to which a spline function could be 

6.0 6.2 6.4 6.6 6.8 7.0 7.2 7.4 7.6 7.8 
Time (sec) 

Figure 2.20 Peaks track for two  interfering scatterers. 



Topics Related to Target Identification 135 

meaningfully fitted. As an illustration, in Figure 2.21 we demonstrate what 
not to do; that is, fit through peak positions that vary over more than two 
range gates. There is no justification for this type of "range track." In this 
instance, continuing the motion compensation by force resulted in an image 
with grossly smeared responses. However, although the quality of the peaks 
track can be verified in this manner, in critical situations where good 
peaks tracks cannot be found, we will use one or even both of the improved 
tracking methods discussed above, rather than peak tracking. 

We will now demonstrate that range tracking can indeed be improved 
by analyzing the complex range profiles and tracking actual scatterer posi- 
tions rather than the peaks of the intensity range profiles. However, since the 
corresponding software has not been integrated into the interactive software 
used for our examples of target imaging, this demonstration will be made for 
a different target, after which we will continue with the motion compensa- 
tion for the aircraft. 

In Figure 2.22 we show the peaks tracks for a ship over a time interval 
of 10 seconds. With a PRF of 200 Hz and an interval of 10 seconds, this 
peaks track plot contains the peaks of 2,000 intensity range profiles. The 
ship is executing a rather sharp turn, and the time of the specific interval of 
Figure 2.22 is shortly after the ship is at broadside aspect. This combination 
of strong motion during the turn and proximity to broadside makes this 
example one of the more difficult cases. There is not a single good track in 
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Figure 2.21 Wrong peaks track. 
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Figure 2.22 Peaks of intensity range profiles over 10 seconds. 

Figure 2.22. We shall demonstrate that the use of the complex range profiles 
helps tracking, even though we cannot make a quantitative statement as to 
how much the tracking performance can be enhanced by utilizing the factor 
of two resolution improvement from the complex range profiles. 

As a first example, in Figure 2.22 consider Range Gate 25 at the time of 
321.4 seconds, indicated by the x in the left dashed vertical line. About one 
second later we observe a strong scatterer in that range gate, not apparent at 
the earlier time. The interesting section of the range profile at this particu- 
lar time is shown in Figure 2.23. Comparison of the range profile with the 
dashed point-scatterer response clearly shows that Range Gate 25 does con- 
tain an unresolved response, which will be resolved if the TSA is used on 
the complex response. The same unresolved response also can be found at 
the time 32 1.8 seconds, halfway in time between the preceding measurement 
and the time when the scatterer becomes visible in the peaks tracks. 

As a second example, consider the peaks track marked by the upper 
arrow, which starts in Range Gate -6 of Figure 2.22 and splits into two 
tracks at a time of 322.5 seconds. Arbitrarily choosing the time of 323.1 sec- 
onds, in Figure 2.22 we find a track in Range Gate -8 and a neighboring one 
in Range Gate -1 I (indicated by the x in the right dashed vertical line), with 
a gap where the continuation of the earlier track should be. The range profile 
for this time is shown in Figure 2.24, with the dashed point-scatterer curve 
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Figure 2.23 Part of the range profile at 321.4 seconds. 
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Figure 2.24 Range profile at a time of 323.1 seconds. 

overlaying the response of interest. The transform of the clearly widened 
response, between the vertical crosshairs, is given in Figure 2.25. This is the 
ampl i t~de l~hase  pattern from two interfering scatterers, one of them in 
the range gate of the lost track. 
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Figure 2.25 Transform of the response in Figure 2.24. 

This type of enhanced range tracking will fail when it becomes impossi- 
ble to define transform windows that include only two responses rather than 
three or more responses. In other words, compared with the intensity range 

A 

profile, we cannot improve range resolution by more than a factor of two, e N e 
0 

possibly a little more than two by using a small degree of superresolution [3]. N 

0, 

However, improving resolution by a factor of two can greatly extend the 'F! Ln 

trackability of scatterers to worse motion behavior or larger aspect angles. 
The examples demonstrate that range tracking of scatterers can at least 

be extended if one switches from tracking the peaks of the intensity range 
profile ro tracking the scatterer positions as measured by the one- 
dimensional TSA. Even under relatively benign conditions, there will be 
cases in which two scatterers of comparable strengths are so close in range 
that individual tracking will not be possible. As already explained, for track- 
ing purposes the combination of the two scatterers will act as a single scat- 
terer with fluctuating cross section, so that it may have to be tracked through 
its repeated cross section minima. As long as the combination of the two 
unresolved scatterers can be tracked at all, it will serve the purpose of measur- 
ing the target's motion. If it cannot be tracked over the entire observation 
interval, another scatterer must be selected. 

An illustrative example is given by the closest peaks track in Figure 2.22, 
starting in about Range Gate -26, marked by the lower arrow. A polyno- 
mial fit to this intermittent track (again marked by an arrow) is shown in 
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Figure 2.26 on an expanded scale, with the polynomial bridging the two gaps 
in the track. Note that the extremely long observation time chosen for this 
example requires the use of a polynomial of an order higher than two. The 
polynomial must have sufficient flexibility to follow the curved peaks track 
around the time of 327 seconds, but without being so flexible that it will - 
deviate too much during the gap. The implication is that the acceptable 
length of a gap becomes shorter as the range variation becomes more nonlin- 
ear; that is, with a more irregular motion of the target. The acceptability of a 
track is determined by examining transforms of image cuts in fixed range 
gates after the data have been compensated. If we cannot find transform - 
amplitudes consistent with one-scatterer or two-scatterer patterns, the track 
is not usable. Another track or a reduced duration must be used. In our 
example, the data are compensated with the fitted polynomial, and another 
compensation is performed in Doppler, as usual. When an image is formed 
over the entire interval displayed in Figure 2.26, and a transform of the 
image cut in the range gate of the compensated scatterer is taken, we obtain 
Figure 2.27. This is essentially the amplitude/phase pattern of two interfer- 
ing scatterers viewed over almost two interference cycles, with a high fre- - 
quency modulation from other scatterers superposed. Aside from the phase 
variations due to the drop in the amplitude, the phase function is essentially 
flat. This means that the compensation of the scatterers is very good, better 
than needed for measuring the motion behavior. 
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Figure 2.26 Polynomial f i t  for an intermittent peaks track. 
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Relative time 

Figure 2.27 Transform of the image cut in the range gate of the intermittent scatterer. 

2.3.2.2 Doppler Compensation 

After the preceding demonstration of improved range tracking on an entirely 
different target, we return to the motion compensation of the aircraft, where 
we completed the range compensation, as shown in Figure 2.19. The next 
compensation step is based on Doppler tracking the entire aircraft or some 
suitable scatterer. The usual method for Doppler-tracking the entire aircraft 
is to track the Doppler centroid, measuring the Doppler of the aircraft over 
some time window and sliding the window over the observation interval. 

Range resolution is degraded for this purpose so that the aircraft is 
no longer resolved in range. For example, with frequency-stepped waveforms 
the Doppler centroid tracking can be performed on each of the frequencies 
(after range filtering, if the unambiguous range window is much larger than 
the target), and the results (actually, the range rates) are averaged. If the 
signal-to-noise ratio for a single frequency is too low despite the integration 
gain from Doppler tracking, one can Doppler track a single scatterer using 
the entire frequency band, instead of tracking the target as a whole. For any 
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waveform, one can also form short-term subimages and track the Doppler 
centroid of the subimages. The choice of the particular method is not critical 
for imaging purposes as long as it deals adequately with the system noise. 
In our example, the range profiles after Doppler centroid tracking are 
nearly indistinguishable by eye from those of Figure 2.19, so that the result- 
ing range profiles are not shown. 

The two-second image after range and Doppler tracking (both imple- 
mented by centroid track), which we might call the standard motion com- 
pensation, is shown in Figure 2.28. Even to the eye, there are too many peaks 
for this to be an image of acceptable quality, since the number of peaks by far 
exceeds the number of observable scatterers on an aircraft fuselage. As will be 
shown below, examination of individual complex responses shows that the 
image quality must be further improved. We  have also considered the alter- 
native method of range tracking a specific scatterer rather than the entire 
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Figure 2.28 Image after range and Doppler t rack of the entire aircraft. 
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target. In Figure 2.18 we showed the range track of a scatterer. This scatterer 
then is Doppler-tracked as shown in Figure 2.29. After compensation with 
the polynomial fitted in Figure 2.29, we obtain the image of Figure 2.30. 
Although this image looks rather different from that of Figure 2.28, only fur- 
ther analysis will show whether one is better than the other. As it hadpens, 
neither is acceptable at this stage. 

We note that there is a !general ambiguity problem for the Doppler 
track. The Doppler measurement implied in the Doppler track is ambigu- 
ous, with the ambiguity determined by the PRF of the radar. This Doppler 
ambiguity must be resolved by means of the range measurements based on - 
the signal bandwidth, which is automatically done in the range compensa- 
tion process. However, a range measurement based on the range resolution 
cell is a crude measurement that will reliably resolve the Doppler ambiguity 
only when the PRF is fairly high. In practice, the operational parameters of a 
radar can easily be such that one cannot depend on a correct resolution of the 
Doppler ambiguity by the range track. If the Doppler ambiguity was not cor- 
rectly resolved, then after the Doppler track the range profiles will not be 
aligned but will drift in range at a rate corresponding to a Doppler ambigu- 
ity. In systems where this possibility exists, we must always recheck the align- 
ment of the range profiles after Doppler compensation. Any residual drift 
of the range profiles due to a Doppler ambiguity must be removed by 

Figure 2.29 

Time (sec) 

Doppler track of a scatterer. 
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Figure 2.30 Image after range and Doppler track of a scatterer. 

0 - M- 

performing a new range track and compensating the data with the Doppler 
ambiguity closest to the range rate determined from the track. 

We have now discussed the range compensation and the subsequent 
Doppler compensation for an aircraft. Aside from this main theme, we also 
demonstrated that range tracking can be improved by switching from track- 
ing the peaks of intensity range profiles to the actual scatterer positions found 
by analyzing the complex range profiles. With increasing irregularity of a tar- 
get's motion and the loss in range resolution as the target aspect approaches 
broadside, even this type of improved tracking may not be good enough. 
Then we must use combined range and Doppler tracking of scatterers for 
a further extension of performance. As already stated, at the time of this 
writing we could not do this for an entire imaging example. To demonstrate 
combined rangelDoppler tracking, we will thus return to the example of the 
ship used to demonstrate improved range tracking. 

I 
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From Figure 2.22, we select a peaks track that disappears into a mass of 
responses distributed over a wide range interval. To facilitate the correlation 
of the measurement with the peaks tracks, in Figure 2.31 we show an 
expanded part of Figure 2.22, after removal of the slow trend. As a conse- 
quence of a compensation, the peaks track to be examined (marked by the 
arrow) now is in about Range Gate 0. Combined rangelDoppler tracking is 
equivalent to forming a sequence of short-term images in order to resolve the 
scatterers in both range and Doppler. The question is whether or not a par- 
ticular response is trackable in the sequence of images. 

Figure 2.32 gives a 0.2-second image of the ship at the time of 322.7 
seconds. The track is still recognizable in Figure 2.31 during this interval, 
indicated by the leftmost dashed column of the figure. The response of inter- 
est in Figure 2.32, indicated by the crosshairs, is in Range Gate -0.0 and 
Crossrange Gate -0.4. At this imaging time the response is fairly strong and 
well isolated in its range gate. The same type of image 0.2 seconds later (the 
central column of Figure 2.32) is shown in Figure 2.33. The response is still 
in Range Gate 0.0, but has shifted slightly in crossrange, to Gate 0.0, and has 
become weaker. Another image made 0.2 seconds later (the right column of 
Figure 2.32) is shown in Figure 2.34. The response has again shifted only 
slightly in range and crossrange, to Range Gate 0.3 and Crossrange Gate 
-0.3. A continuation of the short-term imaging over the entire time interval 
of Figure 2.31 verifies that the response of interest can be tracked over the 

Figure 2.31 Expanded part of Figure 2.22. 
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Figure 2.32 Image from 322.6 to  322.8 seconds. 
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Figure 2.33 Image from 322.8 to  323.0 seconds. 
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Figure 2.34 Image from 323.0 to 323.2 seconds. 

entire interval, even though this is not possible with the intensity range pro- 
files of Figure 2.31. RangelDoppler tracking thus is clearly superior to track- 
ing first in range and then in Doppler, because range tracking eventually fails 
when a situation becomes more difficult and range gates do not contain sin- 
gle dominant scatterers, even when range tracking is performed on the com- 
plex range profile. 

2.3.2.3 Phase Tracking of a Scatterer and Imaging Interval Selection 

After the above digression into combined rangelDoppler tracking, and 
before we return to our example of aircraft imaging, we want to discuss phase 
tracking in general. Phase tracking is the most critical step in imaging with a 
quality that allows the measurement of scatterer positions and characteristics. 
In order to phase track a scatterer, we must measure its phase function to 
determine any motion compensation residual. We also want to find any dis- 
turbances in the motion of the target that may prevent obtaining an image of 
sufficient quality at a particular instant. If we start with a short imaging inter- 
val, as will the processor in a fully automated system, the decision must be 
made whether or not to increase the imaging interval. If we start with a long 
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imaging interval, as is the case in our example, the decision must be made 
whether to improve the motion compensation in order to increase the image 
quality, or reduce the imaging interval in order to obtain an image of accept- 
able quality without further motion compensation, but with reduced cross- 
range resolution. This decision must be based on the motion behavior of the 
individual scatterers. 

This type of phase tracking of a specific scatterer may not be a simple 
matter. We must find a range gate in which a scatterer is sufficiently well 
resolved so that the transform of the image cut in the range gate of the scat- 
terer gives a reasonably constant amplitude function. Otherwise the phase 
variations associated with the amplitude modulation introduced by other 
scatterers obscure the motion of the scatterer. The transform window must 
be much wider than the response from the scatterer, because a narrow win- 
dow cuts off the high frequencies that let us measure any abrupt changes in 
the phase function that indicate an erratic motion behavior of the target. The 
scatterer must be relatively strong, because otherwise the background inter- 
ference will be strong enough to modulate the amplitude function to an 
unacceptable degree. Also, the motion compensation that has been per- 
formed up to this point may have particularly well compensated this one 
scatterer, so that an erratic behavior of the aircraft may be partly obscured. 
Thus we must apply the test to a second scatterer as well, and that scatterer 
should be as far away as possible in range from the first scatterer. Two scatter- 
ers that meet these requirements typically are not easy to find in an image. 

The specific requirement on an acceptable response for the phase meas- 
urement can be stated as follows. Find a range gate with a response that has 
a good signal-to-background ratio, without significant responses closer than 
about five crossrange gates. By "response" we mean the response associated 
with a single scatterer, and at this stage of processing such a response might 
be smeared over several crossrange gates if the motion compensation is not 
good. A smeared response from another scatterer could be centered five 
crossrange gates away and yet overlap the adjacent response significantly. 
This would be recognized from the amplitude function of the transform over 
both smeared responses, in which case phase-slope tracking would be used. 
In any case, a crossrange interval of -+5 gates is about the minimum needed 
not to cut off too much of the high frequencies. As stated, a usable response 
or, at most, a response doublet must be found in at least two range gates that 
are not too close together. We  will illustrate the phase tracking of a single 
scatterer sufficiently frequently in our examples to forgo an illustration at this 
point. Instead, we will now explain the second method of phase-slope track- 
ing, because it has not been integrated into the interactive software used in 



148 Theory and Practice of Radar Target Identification 

our demonstrations and hence will not be used in many of our examples. 
Nevertheless, it is very important because it permits phase tracking of a spe- 
cific scatterer when a second significant scatterer is interfering. 

The amplitude pattern of two interfering scatterers has periodically- 
spaced maxima and minima. If one of the two scatterers remains stronger - 
over the entire observation interval, at the time when both phase vectors add 
(time of an amplitude maximum), the phase of the combined signal is the 
phase of the stronger signal. Overall, the phase function of the combination 
of the two signals is governed by the phase of the stronger signal. This is the 
so called strong-signal phase capture effect. Hence, the slope of the phase 
function at the time of the amplitude maximum also will be governed by the 
phase slope of the stronger scatterer. If we measure thephase slopes at the times 
of  the amplitude maxima and fit a smooth polynomial or spline function to 
the succession of phase slopes, we will have the phase slope of the dominant 
scatterer. Integration of the phase-slope function then gives the phase func- 
tion itself. 

The process is illustrated in Figure 2.35. O n  top is the amplitude func- 
tion, the nearly periodic modulation of which indicates the presence of two 
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Figure 2.35 Phase-slope tracking. 
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dominant scatterers. Since these are real rather than simulated data, the 
amplitude function includes distortions from other than the two main scat- 
terers. Thus, it is not entirely periodic, as it would be for only two scatterers. 
Nevertheless, as an approximation we measure the phase slopes at the times 
of the amplitude maxima. At the bottom, the curve with the phase jumps is 
the phase function associated with the amplitude function. It includes the 
phase modulation due to scatterer interference, primarily the phase jumps, as 
well as the slowly varying phase due to the motion compensation residual. 
The nonlinear function that starts at the lower left corner of the figure is the 
~ h a s e  function of the stronger scatterer, as obtained by fitting a polynomial 
to the succession of phase slopes and integrating. We  note that the measured 
phase slopes within the intervals defined by the crosshairs agree with the 
slopes of the phase function at the same times. The algorithm should include 
a correction that accommodates the effect of the weaker scatterer on the 
phase-slope measurement at the times of the amplitude maxima, but we have 
not incorporated this correction into our sofnvare. 

With this extension of the phase measurement to two scatterers within 
the transform window, we can significantly increase the range of conditions 
under which phase tracking in two range gates is possible. Still, under some 
conditions, we may not find two range gates that allow phase or phase-slope 
tracking, such as when the aspect angle approaches broadside. At large aspect 
angles, the responses in the image after the standard motion compensation 
may still be quite smeared. The responses then overlap in crossrange, so that 
no transform window can be defined that meets the conditions for the two 
forms of phase tracking The remedy is to shorten the imaging interval. With 
a shorter imaging interval the smearing of the responses due to the motion 
residual will be lower. With this discussion of the important phase-slope 
tracking procedure, we return to the image after standard motion compensa- 
tion to demonstrate the next processing step. 

In Figure 2.36 we show the transform of the tip response of Figure 2.28. - 
For purposes of phase tracking, we consider the amplitude function "rea- 
sonably constant" over the interval between dotted vertical lines, from a 
normalized time of -0.4 seconds to 0.47 seconds. The phase function has a 
smooth trend over this interval, so that a further motion compensation 
would be possible. As pointed out, however, we must examine at least one 
other range gate, not too close to the first. The transform of the image cut in 
Range Gate 14.9 of Figure 2.28 is shown in Figure 2.37. In this range gate 
the amplitude function is reasonably constant only over much shorter time 
intervals. If we add the requirement that the phase function have a smooth 
trend over these time intervals, the longest usable time interval extends from 
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Figure 2.36 Transform of the tip response in Figure 2.28. 

Relative time 

Figure 2.37 Transform in Range Gate 14.9 of Figure 2.28. 

about -0.25 to 0 seconds, as shown by the dotted vertical lines. To demon- 
strate that there is nothing accidental about such a test, in Figure 2.38 we 
show the transform of the image cut in Range Gate 16.5 of the same image, 
with the longest usable interval again shown by the dotted vertical lines. A 
comparison of Figures 2.37 and 2.38 shows that the best intervals in the two 
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Figure 2.38 Transform of the image cut in Range Gate 16.5 of Figure 2.28. 

figures overlap almost completely. The image over this shortened interval, 
which in real time extends from 6.5 to 7.0 seconds, is shown in Figure 2.39. 
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Figure 2.39 Image from 6.5 to 7.0 seconds. 
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The image of Figure 2.39 was obtained by range and Doppler tracking 
the entire aircraft, then selecting a specific imaging interval via phase tracking 
of a scatterer. We also generated the survey image of Figure 2.30 by range 
and Doppler tracking of a scatterer rather than the entire aircraft. Starting - 
from this alternative image, we can phase track two scatterers, select a 
good imaging interval, and again form an image that corresponds to that of 
Figure 2.39. An image cut in the range gate of the tip scatterer of Figure 2.30 
now shows that essentially the entire interval could be used. The problem 
at the beginning of the interval is less severe than in Figure 2.36. When an 
image cut in Range Gate 0 is taken in the image of Figure 2.30, we obtain 
the transform of Figure 2.40. The combination of amplitude function and 
phase function indicates an allowable imaging interval (between dotted verti- 
cal lines) from about -0.2 to 0.05 seconds, almost in perfect agreement with 
the result from Figure 2.38. The two images of Figures 2.28 and 2.30 thus 
are equivalent in that they lead to the same result, as one would expect. 

The image over the slightly shifted interval from -0.2 to 0.05 seconds 
is shown in Figure 2.41. One cannot tell without examining image responses 
whether this or the image of Figure 2.39 has higher quality. Since it was pos- 
sible to find range gates in which transforms contained intervals with con- 
stant amplitude and smooth phase, the conclusion must be that the images 
are equivalent in allowing the measurement of scatterer positions. Also, when - 
an image is formed after range and Doppler tracking of a scatterer and 
exactly the same time interval as used for Figure 2.39 is selected (which came 
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Figure 2.40 Transform in Range Gate 0 of Figure 2.30. 
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Figure 2.41 Image from 6.6 to 7.1 seconds. 

from tracking the entire aircraft rather than a single scatterer), no significant 
difference can be detected by eye. Thus, at least in this case, the two types 
of motion compensation are entirely equivalent. Moreover, if they were 
not equivalent, we would have discovered problems. This is to say that with 
proper imaging procedures we will always know whether the image has a 
good enough quality that one can measure scatterer positions. It is an impor- 
tant point for target identification. Indeed, an examination of the responses 
of the images of Figures 2.39 and 2.41 shows that they pass the quality test: 
they are sharply focused and have low Doppler sidelobes. 

The preceding results lead to an important conclusion. For moving tar- 
gets, one cannot specEfj some desirable degree of crossrange resolution and choose 
the imaging intervalaccordingly. We may define a desirable crossrange resolu- 
tion, but if in the systematic imaging procedure it proves impossible 
to obtain response transforms with constant amplitudes and linear phase 
functions over the time interval needed to achieve the desired crossrange 
resolution, we must accept the achievable lower crossrange resolution. The 
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practically achievable crossrange resolution will be different for each type of 
target and will also depend on the aspect angle and the particular motion 
conditions. This means that crossrange resolution may on some occasions 
be so poor that identification must be based on the range positions of the 
scatterers, with crossrange resolution used only to separate scatterers in 
the same range gate, so that their range positions can be measured with better 
accuracy. 

2.3.2.4 Practical Aspects of Motion Compensation 

It is natural to reason that when a target is moving, its two-dimensional 
image will be smeared, so that we must use some kind of motion compensa- 
tion to obtain a "good" image. We summarized the motion compensation 
methods of primary interest. However, the way a motion compensation is 
structured, or whether it is or is not used, depends entirely on the type of target 
and its behavior. We will now discuss these issues, starting with aircraft. More 
detail is given in subsequent chapters. 

In the absence of any pseudoperiodic yaw motion or air turbulence, the 
aspect angle of an aircraft changes fairly smoothly and slowly as the aircraft 
proceeds along its flight path. No motion compensation (other than polar 
reformatting to keep all scatterers within their range gates) would be needed 
if the aircraft appeared to rotate at a constant rate, since that would imply 
constant Dopplers of the scatterers; the purpose of the motion compensation 
is to have all scatterers appear to move with constant Doppler. Since the 
apparent rotation rate of an aircraft is almost never constant, we must resam- 
ple the data before an image can be formed [3], unless the imaging interval is 
so short that the change of the Doppler over the imaging interval is negligi- 
ble. This would ordinarily imply very low crossrange resolution. Then the 
standard motion compensation, range tracking followed by Doppler tracking 
of the entire aircraft or range and Doppler tracking of a specific scatterer, will 
be satisfactory when the aspect angle rate is not constant but smoothly 
changing. On the other hand, aircraft often have an inadvertent yaw motion 
even when they are not intentionally maneuvering. The motion compensa- 
tion must take out the combination of the Doppler variations due to the 
aspect angle change from the motion along the flight path with the Doppler 
variations due to inadvertent yawing. Any roll motion is not significant if 
only the scatterers on the fuselage are utilized for identification (but the verti- 
cal stabilizer may pose problems). If the Doppler variation caused by the 
inadvertent yaw ~rovides insufficient crossrange resolution for imaging, the 
demands on the motion compensation can be rather stringent. This is par- 
ticularly the case when the pseudoperiodic yaw motion is not smooth. On 
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the other hand, in a fraction of the imaging situations, the pseudoperiodic 
yaw motion generates aspect angle changes large enough for two-dimensional 
imaging, in which case a relatively simple motion compensation will suffice. 

In summary, imaging of an aircraft requires a motion compensation 
that can vary from simple to very sophisticated, depending on the flight 
behavior of the aircraft and the desired crossrange resolution. If there is an 
abrupt change in the range rate, a satisfactory motion compensation may not 
be achievable over any interval containing the change. We must exclude such 
times from imaging, even when the resulting crossrange resolution becomes 
lower than desired. The positional match then relies on the ranges of the 
scatterers. 

The situation is quite different with ground vehicles. When a ground 
vehicle moves very slowly on a smooth surface, motion compensation 
requirements are similar to those for aircraft, and they can also be met. O n  
the other hand, in most cases ground vehicles move so irregularly that a 
motion compensation that properly compresses the responses and generates a 
two-dimensional image usable for vehicle identification will not be possible. - 
As is the case with erratic aircraft motion, we must be satisfied with a motion 
compensation that takes out the gross motion of the vehicle but fails to com- 
press the responses in crossrange. Again, only the ranges of the scatterers are 
usable for the positional match. This situation will arise almost routinely, 
whereas it is the exception with nonmaneuvering aircraft. 

The situation is again very different with ships. Whereas the inadver- 
tent yaw motions of aircraft often are so small that they are not usable for 
crossrange resolution and only make the motion compensation more diffi- 
cult (or force one to form images with low crossrange resolution), the yaw, 
pitch, and roll motions of a ship are easily large enough to allow imaging 
without help from the translational motion. Let us consider a small ship with 
a length of 100 ft and a superstructure height of tens of feet. We might want 
a crossrange resolution of, say, 5 ft. At X-band the required aspect angle 
change then is about half a degree. However, the yaw, pitch, and roll of such 
a ship cause aspect angle variations that typically are much larger. Then we 
can select imaging intervals much shorter than the motion period, and select 
them so that the yaw, pitch, and roll rates are constant over the entire inter- 
val. We also do not need any motion compensation other than removing the 
range drift. The changes in the aspect angle may be large enough to cause the 
scatterers to move through range gates, in which case we must employ polar 
reformatting to keep them within their range gates. 

In conclusion, the motion compensation requirements vary greatly 
from one type of target to the next, and for a given target they depend on 
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motion behavior and aspect angle. They vary from almost no requirement 
for motion compensation to one, at least in principle, for a sophisticated 
motion compensation. However, a sophisticated motion compensation may 
not be usable when the target's motion is not very smooth, because compen- 
sation may not be possible at these times without degrading the image 
quality by distorting responses and generating spurious responses. All these 
items will be extensively illustrated in the chapters on imaging of the various 
targets. 

2.3.3 Motion Determination 

Targets rarely move so smoothly that a usable image can be generated from 
the entire radar dwell. As discussed above, we must routinely select a subin- 
terval of smooth motion. Then we can form a high-quality image, in which 
crossrange resolution at least helps resolve scatterers at the same range, and 
often enables us to accurately measure crossrange positions of scatterers. If 
the target motion permits, we also minimize spurious responses in the image, 
by restricting imaging to intervals when the target has a fixed rotation axis. In 
some applications, in order to physically interpret crossrange measurements, 
we image the target only when it rotates about a particular axis. 

All these determinations of imaging intervals require measurement of 
the target's motion, which requires measurement of the motions of individ- 
ual scatterers. We measure each scatterer's motion by tracking it in accor- 
dance with the motion compensation procedures discussed in Section 2.3.2. 
In order to judge the quality of any given track, and the residual uncompen- 
sated motion of the scatterer, we compensate the tracked motion, form an 
image, and examine a fixed-range cut through the scatterer. If we can choose 
a crossrange window about the scatterer whose Fourier transform has a con- 
stant amplitude, the corresponding phase directly gives the residual scatterer 
motion. This same criterion applies to other scatterers in the image: if the 
transform amplitude is constant, the transform phase gives the residual scat- 
terer motion. 

In practice, the transform amplitude will never be perfectly constant. 
This raises the questions of how much variation is acceptable and how it can 
be measured. As one might expect, the acceptable variation depends on the 
application. Perhaps surprisingly, so does the appropriate measurement pro- 
cedure. The most demanding applications (primarily motion compensation) 
are those in which we must track the phase of the transform. Here we must 
be wary of phase distortions from even relatively weak interfering scatterers. 
The allowable amplitude modulation is small, and the amplitude cannot 
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approach zero at any time. The next most demanding application (determin- 
ing intervals of smooth motion) requires that we recognize when large phase 
fluctuations or abrupt changes in phase slope occur. Then we can tolerate 
stronger amplitude modulation. The least demanding application (coarsely 
determining the relative motion of widely separated scatterers in ship identi- - 

&cation) requires only that we estimate the size of the residual phase fluctua- 
tions. For this purpose, we can accept the amplitude so long as it does not 
stay near zero for an extended period. 

We have found two useful measures of the amplitude variation, one 
dependent on the slow variation and the other on the fast, but do not claim 
they are ideal, in either general approach or specific implementation. We  dis- 
tinguish the two variations by calculating a moving average of the amplitude, 
using a window width equal to the lesser of one-tenth the transform duration - 
or half the mean modulation period of the strongest significant amplitude 
modulation. The modulation period and strength can be determined from a 
transform of the amplitude function, with the phase set to zero. We  can con- 
sider a peak to have significant strength if its amplitude is more than one- 
fifth that of the dc peak. 

The measure of the fast variation is the minimum of the amplitude 
divided by its moving average. We next calculate a linear least-squares fit to 
the moving average, and subtract the linear term (but not the constant term) 
from the moving average. This subtraction allows for a slow variation in scat- 
terer strength, due to the scatterer drifting slowly through its range gate and 
ro changes in the target's orientation. The measure of the slow variation is 
the ratio of the minimum to the maximum of the resulting function. 

For the most demanding (phase tracking) applications, the product 
of these two measures should be greater than about 0.5. T o  appreciate this 
threshold, first assume that the fast measure is equal to unity, and that 
the slow variation is entirely due to interference between two scatterers. The 
threshold of 0.5 would then correspond (see Appendix A) to a phase jump of 
0.1 cycles, which is barely tolerable. Next, assume that the slow measure is 
equal to unity and the fast variation is entirely due to noise. The threshold of 
0.5 then corresponds to a largest noise fluctuation of half the scatterer arnpli- 
tude. If we approximate the standard deviation of the noise as one-third this 
largest deviation, standard noise theory [3, 51 gives a corresponding standard 
deviation in the phase of 0.03 cycles. Again approximating the maximum 
deviation as three times the standard gives a barely tolerable 0.09 cycles. We - 

note that if all scatterers within a single range gate moved slowly through 
that gate, we might be better served by a measure of fast amplitude variation 
based on the standard deviation from the moving average. However, three- 



158 Theory and Practice of Radar Target Identification 

dimensional targets may have some scatterers barely moving within a gate 
while others move quickly through it. Using the measure as described lets us 
avoid phase tracking at such a time, and also alerts us if our previous tracking 
was so poor that the tracked scatterer does not remain within a range gate. 

For those applications in which we want to recognize abrupt changes 
in phase slope and large phase fluctuations, the product of the two measures 
can be somewhat lower. Recognizing that such problems occur is easier than 
phase tracking through them or through phase jumps due to interference. 
We have not tested a threshold extensively, but estimate that it should be in 
the range of 0.2 to 0.3. In practice, the more relevant question for this appli- 
cation is how large can acceptable phase fluctuations and phase-slope discon- 
tinuities be? Acceptable phase fluctuations do not differ by more than about 
0.1 cycles from a moving average of the phase, calculated over the same 
windows used for the amplitude. The limits on phase-slope discontinuity 
depend on two criteria. First, a phase-slope difference implies a shift of the 
corresponding response in crossrange, which should be by less than one gate. 
This implies that the duration of an image containing the discontinuity can 
be no longer than the reciprocal of the change in phase slope. Second, the 
crossrange shift caused by the phase-slope difference must be a small fraction 
of the crossrange width of the target. This may further reduce the allowable 
imaging duration. 

For the least demanding application, coarsely determining the relative 
motion of widely separated scatterers, our primary concerns are verifying that 
we have not lost track of a scatterer or, worse, switched our track from one 
scatterer to a crossing scatterer whose range at any time differs from that of 
the first by more than about a range gate. In either case, a loss of track is most 
likely to occur when the amplitude of the tracked response becomes weak 
and stays weak for an extended interval. Hence, only the slow measure of 
amplitude variation is relevant. We estimate that an appropriate threshold is 
in the range of O. 1 to 0.2. 

2.3.4 Section Summary 

The imaging of a moving target must not be considered as the problem of 
finding a motion compensation that generates the image of the target when 
stationary. Depending on the target motion, there are severe limits to the 
achievable motion compensation. The best obtainable image may be highly 
smeared in crossrange. 

The goal of the motion compensation is to form an image that allows 
measurement of the scatterer positions. 
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The available motion compensation steps, in order of increasing 
accuracy, are: 

Range tracking of the entire target; 

Doppler tracking of the entire target; 

Range tracking of a scatterer; 

Doppler tracking of a scatterer; 

RangelDoppler tracking of a scatterer; 

Phase-slope tracking of a scatterer; 

Phase tracking of a scatterer. 

The need for a motion compensation degrades the identification range rela- 
tive to the maximum detection range. 

For a given target, the selection of the motion compensation steps 
(from a very simple to a complicated motion compensation) must be per- 
formed adaptively. 

2.4 The Need For Adaptive Processing Methods 

In order to identify a target, one must obtain an image of the target, extract 
information from the image, and compare that information with the infor- 
mation in the database. The primary problem is to generate an image of such 
a high quality that one can extract enough information for identification. 
Extracting the information is not simple, but if the image is not good enough 
it becomes impossible; hence, image quality is of primary importance. It is 
simple to generate a good (in a radar, not optical, sense) image if the target 
is stationary. The typical application of this kind is SAR surveillance, and 
although a high-quality compensation of the platform motion is not trivial, 
just as the entire design of a high-quality surveillance system is not a triv- 
ial task, a satisfactory motion compensation technology has been developed. 
One good motion compensation provides high-quality images of all station- 
ary targets, because their residual motions relative to the platform are smooth 
and known. 

The situation with moving targets is much more difficult. When one 
images stationary targets, one attempts to fly the radar platform at constant 
speed along a prescribed path. With moving targets, the precise motion 
to be compensated varies greatly from one target to the next and from one 
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observation to the next on the same target, as well as between types of target. 
We already discussed the differences between the motions of aircraft, gound 
vehicles, and ships. The variability of the motion is particularly great for 
ground vehicles. Different types of ground vehicle have different 
designs-some are more rigidly constructed than others-and they have dif- 
ferent suspensions. Vehicles may travel at a variety of speeds on roads of vary- 
ing quality. Some vehicles may travel off the road, particularly such military 
vehicles as tanks. Some vehicles act as rigid targets and others as flexing or 
even vibrating targets. Even the same vehicle sometimes behaves rigidly at 
some times and nonrigidly at others, depending on the smoothness of the 
surface upon which it moves. The translational motion of a vehicle may 
be smooth or there might be (for radar measurement purposes) significant 
yaw, pitch, and roll. Depending on the vehicle design, its suspension, and the 
travel conditions, a bouncing motion could be important, and it could be 
slow or fast, regular or irregular. The motions of aircraft and ships are benign 
when compared with those of ground vehicles, but they are still quite vari- 
able, in particular for ships. 

It is clear that, whereas one kind of motion compensation is adequate 
for all stationary targets, there can be no specific motion compensation that 
is adequate for all moving targets, even for the same kind of targets. Given 
that a moving target is to be imaged, the specific motion compensation that 
will produce an image of adequate quality depends entirely on the behavior 
of the target. Since that behavior is not known, the processor must measure 
the target behavior before a motion compensation can be applied. It then 
must decide which of a set of available motion compensation steps are appro- 
priate for the particular target and in what order. 

This necessary degree of adaptivity cannot be implemented in a 
straightforward manner, because it is intrinsically coupled with the analysis 
of the behavior of the target. In other words, the process of learning about 
the target behavior is interconnected with the various motion compensation 
steps. For example, the processor cannot fully analyze the target's motion 
without forming an image, but forming the image requires knowledge of the 
motion to be compensated. The solution is to apply individual motion com- 
pensation steps one at a time, and check whether the desired result has been 
achieved before proceeding to the next step. If the outcome of the processing 
step is not as desired, the processing must be modified so that the desired 
result is obtained. The point is that imaging of a moving target must neces- 
sarily be a highly adaptive process. This will be demonstrated by many of the 
imaging examples given in this book. 
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We want to stress that the discussions of the compensation verification 
steps are not meant solely for the purpose of expounding the theory of imag- 
ing and identification, but represent a process that must actually be imple- 
mented in an operational system. The many illustrations may be deceiving in 
that respect, but they represent processor outputs that replace the equations 
used in applications where mathematical target models are useful. Such mod- 
els are not useful when the task is to identify man-made targets with radar. 
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Aircraft Identification 

The most challenging aspect of aircraft identification is distinguishing 
among the large number of interceptor aircraft and small attack planes, most 
of which are similar in appearance and size. The discussion in this chapter is 
oriented toward the difficult problem of identifying specific military aircraft; 
an illustration of the imaging of large commercial aircraft will be provided 
for contrast. 

3.1 Significance of the Radar Waveform 

This section is concerned with the design of the radar used for aircraft identi- 
fication, specifically its waveform. Whereas for most radar applications the 
specifics of the transmitted waveform are immaterial as long as the signal is 
coherent and has adequate bandwidth and duration, this is not so for aircraft 
identification. Here we have the special problem that the target to be identi- 
fied carries strongly reflecting rapidly rotating devices (jet engine blades or 
propellers). We show that $an unsuitable waveform is chosen, reliable aircraft 
identification is impossible. The most desirable waveform and practical com- 
promises are discussed. 

An aircraft is in one sense a more difficult target to identify than either 
a ground vehicle or a ship. The reason for this is that an aircraft carries parts 
that move with very high velocities; that is, jet engine blades or propeller 
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blades. In view of the relative importance of jet aircraft as compared with 
propeller aircraft, we will consider only jet aircraft. When a radar illuminates 
the rotating blades of a jet engine, these act as scatterers with much higher - 
Dopplers than those of the skin return. The radar thus must perform meas- 
urements on an aircraft when parts of the aircraft have very high differential 
Dopplers with respect to the body of the aircraft. In the parlance of wave- 
form design [I], this is the problem of operating in a "target space" with a 
very high Doppler extent. If the radar waveform is chosen inappropriately, 
the interference of the jet engine returns with the body returns can easily be 
so high that aircraft identification becomes impossible. A reliably operating 
aircraft identification system cannot be designed with a radar using such 
an inappropriate waveform. The problem of the jet engine returns is very 
serious, because these returns can be observed over wide angular regions off - - 
nose-on and off tail-on. Depending on the size of the engine intake, only 
relatively narrow angular sectors about broadside may be sufficiently free of 
these returns, and these are the very aspect angles at which aircraft identifica- 
tion becomes questionable in practice. Although this is not a book on wave- 
form design, this problem is so important that we will summarize the 
pertinent facts. 

The linear FM signal is perhaps the most popular radar waveform. For 
a consideration of interference within an extended target space, it does not - - 

make any difference whether the linear FM signal is a continuous signal or 
implemented by linear frequency stepping. Both variants of the linear FM 
signal have identical properties, the important one for our purposes being 
the so-called coupling between delay and Doppler [I] .  This property implies 
that when a return is shifted in Doppler, the response at the receiver output 
will be delayed or advanced in range, depending on the direction of the FM 
sweep. Thus, if this waveform is used on aircraft, the jet engine returns will 
be translated in range; they will not remain within the range gate in which 
they are generated. Moreover, the jet engine returns may be concentrated in 
Doppler bands distributed over the entire Doppler width of the data, the 
PRF. For the commonly used low PRF waveforms, the engine lines thus are 
highly folded in Doppler. The engine lines from the different original Dop- 
pler bands fall within different range gates distributed over the entire range 
window. The problem is compounded by the variety of multipath returns 
within engine hucts and exhausts, which spread engine returis into more 
range gates. More than one of these range gates might be within the image of 
the aircraft. 

The behavior of the jet engine returns does not create a problem when 
the PRF is higher than the maximum Doppler of the engine returns. The 
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first strong jet engine line, which is at the spin frequency times the number of 
blades, will be well outside the Dopplers of the skin return. Unfortunately, - - 
for reasons of economy, radars are usually designed with relatively low PRFs, - 

so that the engine returns are folded many times in Doppler. If the linear FM 
waveform is designed so as to make the spreading in range due to delay1Dop- 
pler coupling smaller than one range gate, then we lose just the range gate in 
which the strongest engine returns appear (possibly plus a few more due to 
multipath). We also gain information about the location within the duct of 
the first engine stage. O n  the other hand, if the waveform has the wrong 
parameters, the engine returns may be spread over the entire range extent of 
the aircraft and more. 

The relation between the differential Doppler Av and the range delay 
AT is given by [l] as 

where Tis the duration and B is the bandwidth of the linear FM pulse or the 
stepped frequency signal. If range delay is converted into range, 

and the range resolution cell 

is introduced, (3.1) becomes 

This relation shows that, for a given Doppler shift of an engine return, the 
range shift, expressed in terms of the range gate width, depends only on 
the duration of the linear FM signal or of the stepped-frequency pulse. With 
typical carrier frequencies (which govern Av), we find that (3.4) permits 
pulse durations in the order of a few tens of microseconds if the engine 
returns are to remain within a range gate. For example, assume a Doppler 
spread of the jet engine returns of Av = 20 kHz, and an allowable range shift 
of half a range gate, ARIAr= 0.5. From (3 .4)  we then obtain an allowable sig- 
nal duration T= 25 ,us. 
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As an illustration of how severe the interference from engine returns 
can be if the duration of the FM signal is too large, in Figure 3.1 we show the 
peaks plot image of an aircraft obtained by a radar with slow frequency step- 
ping, that is, a linear FM signal with a duration that is too long. The aircraft 
image is near the center of the figure, as approximately indicated by the 
dashed generic aircraft outline. The image is surrounded by jet engine 
returns of about the same intensity as the aircraft returns. Since the engine 
responses can fall anywhere, including on top of the aircraft image, the iden- 
tification problem is unsolvable with automated processing. As already 
stated, only the duration of the signal counts, not whether it is a linear FM 
signal or a frequency-stepped waveform. 

The preceding discussion is based on the assumption that a frequency- 
stepped waveform uses pulses on each frequency that have 100% duty ratio, 
which reduces the required peak power. By changing to a small duty ratio, at 
the expense of correspondingly higher peak power, we can change the ambi- 
guity function of the waveform in such a way that the properties of a short 
linear FM signal are approached. In other words, if the frequency-stepped 
waveform operates with low duty ratio, the spreading of the engine returns 
in range is avoided; but then we might as well not use frequency stepping. 

-4 -2 0 2 4 
Crossrange (gates) 

Figure 3.1 Peaks plot image of an aircraft, with jet engine returns. 



Using short linear FM ~ulses  or frequency stepping with low duty ratios does 
not solve the problem entirely but makes it easily manageable. 

We  stated that the engine returns can be made to remain in the range 
gate in which they are generated. In addition to the first engine stage, which 
generates the strongest returns, there are additional engine stages that gener- 
ate weaker returns in other range gates that do not appear to be much of 
a problem. However, just as an engine duct generates a string of multiple 
delayed returns from the fixed parts of the engine stages because the signal 
bounces around in the duct (or, to a lesser degree, within wing-mounted 
engines), the duct also generates multiple delayed returns from the rotating 
blades. Hence, the strong returns from the first compressor stage do generate 
observable multiple delayed returns in other range gates, but these returns 
are typically much weaker than the direct engine returns. They can be more 
readily accommodated than such strong returns as shown in Figure 3.1 for a 
long waveform. 

The peaks plot image of Figure 3.2 shows a case in which such delayed 
engine returns are bad because the aspect angle is small. As in Figure 3.1, the 

Figure 3.2 Aircraft image for a short linear FM pulse. 
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approximate aircraft location is given by the dashed generic outline. The 
returns from the first engine stage are as strong as the skin returns, so that the 
range gate with the direct engine returns may indeed be lost. Each major 
response is trailed by a series of responses of progressively lower magnitude, 
decreasing rapidly with range, much the same as with the delayed duct 
returns visible near Crossrange Gate 1. However, the entire front half of the 
aircraft image is clear because for a short linear FM signal the blade returns 
can be advanced only insignificantly. Although an image of the kind shown 
in Figure 3.2 does not prevent aircraft identification, it is clear that it would 
be preferable to operate with a PRF so high that there is no Doppler foldover 
and no interfering blade returns. 

The problems of rangelDoppler coupling of linear FM do not occur 
for another popular waveform, the phase shift code. However, the tradeoff is 
that the suppression of the unacceptably high range sidelobes of a phase shift 
code is not as easy as for a linear FM signal. Range sidelobe suppression does 
not work if the Doppler shift is too large compared with the reciprocal of the 
duration of the code element pulse. This is to say that when each subpulse of 
a phase shift code has a Doppler resolution cell that is not at least several 
times larger than the Doppler spread of the aircraft, range sidelobe suppres- 
sion becomes ineffective. The consequence is a limitation on the total dura- 
tion of the ~ h a s e  shift code. Suffice it to say that the phase shift code does 
not have the rangelDoppler coupling problem of the linear signal, but it has 
problems of its own that require a careful waveform design. 

Section Summary 

Since a large instantaneous bandwidth is expensive to implement, a popular 
waveform uses linear frequency stepping over a relatively long time, a 100% 
duty ratio, and repetition at a low PRF. This waveform is unsuitable for air- 
craft identification because it translates the jet engine returns in range. They 
superpose on the image and make it useless. The same effect occurs with a 
linear FM signal with too long a duration. Because of the high Dopplers of 
the jet engine returns, waveforms for aircraft identification must be properly 
designed. 

3.2 ldentification via Range Profiles 

Since much work has gone into attempts to develop aircraft identification 
systems based on high range resolution alone, or on range profiles, we 
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include this section on identification via range profiles. If such identification 
were feasible, it would have the valuable attribute that range profiles can be 
generated with very short dwell times on the target; radars that must detect, 
track, and identify perhaps a large number of targets have a severe shortage of 
dwell time. The approach would be of particular interest with respect to air- 
craft because aircraft are often free of g o u n d  and sea clutter, which interfere 
with target returns in the absence of crossrange resolution. In this section we 
show that rangeproj5les without crossrange resolution cannot be the basis for a 
reliable identzjication system when the database is reasonably large. 

3.2.1 Requirements on Range Profiles for Identification 

Attempts to identify an aircraft on the basis of its range profile assume that 
the range profile of an aircraft is unique enough to allow identification. Pre- 
sumably, one may identify simply by comparing a received range profile with 
a database containing the range profile of the target of interest. Is such an 
approach practical? In order to avoid having to speak in generalities, we will 
specifically examine whether such range-profile matching is feasible with air- 
craft. Here we consider the identification of similar aircraft, such as fighter 
aircraft, because distinguishing small from large aircraft is easy. 

The first requirement for success is that the range profile of a target 
contain sufficient detail to allow identification of the target in a large data- 
base. It is easy to identify one out of five aircraft, but very difficult to identify 
one out of 200 aircraft. This implies that a fairly high range resolution is 
needed if small aircraft are to be identified, in particular since many fighter 
aircraft have similar dimensions, features, and appearances. Better range reso- 
lution is required near broadside, because range resolution loses its effective- 
ness on the fuselage as the broadside aspect is approached and, as already 
explained in Chapter 1, the features of the fuselage are far more important 
for identification than the features on the wings. A first conclusion is that the 
method will not work close to broadside. 

The second requirement is that the database be manageable. The range 
profile of an aircraft changes with aspect angle in the   lane of the wings, with 
bank angle, and with pitch angle. The latter is important primarily if the 
radar platform is positioned significantly out of the plane of the wings 
of the aircraft to be identified, looking up or down. If the range profile of 
the aircraft changes too rapidly with changing orientation, we have a twofold 
problem: How can we collect or calculate the range profiles of all aircraft of 
interest, for all orientations, and with different configurations of ordnance? 
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Assuming that we somehow manage to construct such an extensive database, 
how do we store it for use in real time? 

If we use a range resolution so high that each range cell contains only 
one dominant scatterer, the peaks of the range profile become the responses 
from individual scatterers. Then we do not have an interference pattern that 
changes rapidly with target orientation. However, operational radars typi- 
cally do not have such a high degree of range resolution, because it is expen- 
sive to implement. In addition, the dominant scatterers on an aircraft are 
extended, and problems will appear when the range resolution cell is made 
smaller than the range extent of the scatterers. The fact is that a rangeprojle 
is an inte6erence pattern, the structure of which is extremely sensitive to changes 
in  the orientation. Thus we must analyze the peaks of this pattern to deter- 
mine actual scatterer positions, which will not be very sensitive to orientation 
changes. With range resolution of critical importance, we must use the com- 
plex range profile rather than the intensity range profile in order to avoid 
degrading resolution by a factor of two. With optimum processing, we can 
generate a synthetic range profile in which the actual scatterer positions 
change more slowly with orientation than the peaks of the intensity range 
profile. As a consequence, the requirements on the database will be reduced. 

Now, the improvement in resolution by using the complex range pro- 
file is only by a factor of two, and if a significant number of scatterers are 
separated by less than one resolution cell, the synthetic range profile will not 
be good enough. We need more than a few scatterers to identify an aircraft in 
a large database. Thus it becomes tempting to try to circumvent these limita- 
tions by superresolution. However, because of the problems of mathemati- 
cally modeling real targets, superresolution techniques will give sharp 
response peaks whose number exceeds that of actual scatterers and whose 
ranges will be grossly in error. We will discuss the difficulties of identifying 
aircraft from their range profiles when practical processing methods are used. 

3.2.2 Range Profiles Without Duct Returns 

Modern fighter aircraft typically have their engines integrated into the fuse- 
lage, which leads to long engine ducts. At aspect angles that permit the radar 
signal to enter the ducts, they generate long series of delayed returns that 
cause particularly severe identification problems. We will investigate the 
problem of engine ducts separately, first considering the more benign but 
somewhat unrealistic case of range profiles that do not contain engine duct 
returns. The data we will use for our examples were taken on a test range, so 
that perfect ground truth is available. There are no duct returns because for 



the measurements used in the following demonstration the engine intakes 
were covered. 

If identification via range profiles is at all possible, the favored aspect 
angles must be fairly small, so that range resolution is effective on the fuse- 
lage. The worst case is near broadside. We will choose an intermediate aspect 
angle, not prohibitively large, but large enough to represent the problems for 
a realistic situation. 

Figure 3.3 shows a series of range profiles taken with a signal band- 
width of 300 MHz, not overly large but still a respectable bandwidth. For the 
range scale used in this figure, one resolution cell is four range gates wide. 
The top plot gives the range profile for a yaw aspect angle of 45.00°, the next 
plot down for 45.05', then for 45.10°, and the bottom plot for 45.20'. The 
bank and pitch angles are zero in all cases. A casual examination of the plots 
shows that noticeable changes in the shape of the range profile start to occur 
for an aspect angle change of O.lO, and important changes for an aspect angle 
change of 0.2'. The changes we refer to are primarily the positions of the 
peaks of the range profile. 

Range (gates) 

Figure 3.3 Range profiles for a 300 MHz bandwidth. 
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The extraordinarily rapid change in the shape of the intensity range 
profile is due to the interference between scatterers in the same range gates 
but with different crossrange positions. Although use of the complex range 
profile improves range resolution, the improvement is only by a factor of 
two, and only if most responses consist of just two scatterers. Thus, when we 
consider the bottom plot of Figure 3.3 and the poorly resolved peaks, resolu- 
tion of the responses appears problematic even when the complex range pro- 
file is utilized. We could demonstrate the resolution problem for the case 
represented by Figure 3.3. However, we will show below that the problem is 
not even solvable when the signal bandwidth is doubled to 600 MHz, so we 
need not demonstrate it for a 300-MHz bandwidth. Considering this prob- 
lem, we conclude that the 300-MHz bandwidth range profiles of Figure 3.3 
would have to be used for aircraft identification without any further refine- 
ment. With six or seven peaks to a range profile, identification would be pos- 
sible at most for a very small database. 

Let us ignore this difficulty, and (wrongly) assume that we could 
successfully distinguish a large number of aircraft with range profiles having 
only such a small number of peaks. The question then becomes, how many 
range profiles do we need in the database to represent one target for all 
orientations, and how many to represent all targets of interest over all 
orientations? 

Roughly speaking, by comparing the range profiles of Figure 3.3, it 
appears that a new range profile is needed when the aspect angle changes by 
about 0.1'. With this increment, we need 3,600 range profiles merely to 
cover all aspects. This number must be multiplied by the number of incre- 
ments needed to cover all elevations at a given aspect. Assuming the same 
increment gives a factor of 1,800. In addition, we must do this for different 
configurations of ordnance, at least those configurations that have significant 
effects on the range profile. How does one obtain such a database on all air- 
craft of interest? If it could be obtained, how would one store such an enor- 
mous database? 

As pointed out, the possible remedy for the problem of an excessive 
number of range profiles is to use a range resolution so high that most of the 
important scatterers are resolved, so that one need not deal with highly vari- 
able interference patterns. In Figure 3.4 we show range profiles at the same 
aspect angles as for Figure 3.3, the only difference being that the signal band- 
width was doubled to 600 MHz. For the scale of the abscissa of Figure 3.4, 
each resolution cell is now two gates. Taking into account that the aspect 
angle change from one range profile to the next is only 0.05' (0.10' for 
the last two range profiles), the conclusion obtained from an examination of 
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Figure 3.4 Range profiles for 600-MHz bandwidth. 

the series of range profiles is much the same as for the lower bandwidth: The 
shape of the range profile changes too rapidly with aspect angle. Although we 
now have about twice the number of peaks as at the lower bandwidth and 
can better differentiate between aircraft, significant changes in the range pro- 
file start to occur when the aspect angle increases by 0.l0, and important 
changes occur when the increase is 0.2". We can again ask whether the situa- 
tion is sufficiently improved if we use the complex range profiles instead 
of only the intensity range profiles, and analyze the responses to determine 
actual scatterer positions. 

Carrying out this analysis for the top range profile of Figure 3.4 gave 
the following results. First, it was not possible to extract scatterer positions 
from the low-level responses; a factor-of-two improvement of resolution was 
not enough. The measurement of the scatterer positions worked for some of 
the stronger responses and not for others, because even at the high signal 
bandwidth of 600 MHz, some responses contained significant contributions 
from more than two scatterers. For example, the composite response 
centered in about Gate -35 of the top profile can be resolved into its 
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constituents, despite its poor appearance. This is not possible with the wide 
- - 

response centered in Gate 12, and neither can good position measure- 
ments be performed on the responses in Gates 18 and 24. As an example, in 
Figure 3.5 we show the transform of the complex response associated with 
the peak centered in Gate 12. The amplitudelphase pattern is much too dif- 
ferent from the ideal pattern of two interfering scatterers to attempt deter- 
mining the number and positions of the contributing scatterers. We 
conclude that 600 MHz is still an insufficient bandwidth for the purposes of - - 
reducing the sensitivity of the range profiles to orientation changes by 
switching from the intensity range profiles to the complex range profiles. The 
resulting improvement in range resolution is still not adequate, despite the 
relatively high bandwidth of GOO MHz. 

The range profiles under the same conditions but with a further dou- 
bling of the signal bandwidth to 1,200 MHz are shown in Figure 3.6. Each 
resolution cell now corresponds to one gate in the figure. With this very high 
signal bandwidth, the number of peaks in an intensity range profile appears 
to be high enough for distinguishing many aircraft, provided the peak posi- 
tions signify scatterer positions rather than peaks of an interference pattern 
(if there were no other problems, such as duct returns). However, as can be 
seen from the plots of the figure, the changes of the shape of the range profile 
when the aspect angle is increased by only 0.2O remain rather severe despite 
the almost impractically high bandwidth. Again, the question is, can the 

Freq (MHz) 

Figure 3.5 Transform of the peak centered in Gate 12. 
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Range (gates) 

Figure 3.6 Range profiles for a bandwidth of 1,200 MHz. 

complex peaks be analyzed so as to determine the positions for this high 
bandwidth? Our tests in analogy to the example given in Figure 3.5 showed 
that the answer now is yes, but still only for the stronger responses. One can- 
not judge from the limited number of tests we have carried out whether a 
1,200-MHz bandwidth would indeed reduce the variability of the range pro- 
file with aspect angle to the degree that the number of range profiles needed 
in the database would become manageable; there is only a good possibility. 
Note, however, that so far we have ignored the multiple delayed duct returns. 

3.2.3 Delayed Duct Returns 

For a demonstration of the difficulties introduced by the delayed duct 
returns, we use a different fighter aircraft under similar conditions but with 
the engine intakes uncovered, so that duct returns are present. The target 
aspect is 50° off nose-on, which is favorable with respect to the duct returns, 
which decrease in strength as the aspect angle approaches broadside. The 
bank and pitch angles are zero. In Figure 3.7 we show a SAR image of the 
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Crossrange (gates) 

Figure 3.7 SAR image of the aircraft. 

aircraft in peak plots form. The signal bandwidth is 1,200 MHz, the same as 
for the range profiles with sufficient resolution to significantly decrease the 
variability of the range profile with orientation. The delayed duct returns are 
located in Crossrange Gates -1 to 7, between the dashed vertical lines. The 
aircraft lies approximately within the dashed generic outline. Although the 
image responses are not well focused, this is irrelevant for this particular dem- 
onstration. The figure shows that beyond about Range Gate 15 the target 
returns in each range gate are dominated by the duct returns. Beyond Range 
Gate 35 the delayed duct returns are the only returns. The sizes of the dots 
indicate that the duct returns are among the strongest from the target. 

We showed above that a 1,200-MHz bandwidth might be just about 
sufficient to allow the resolution of an adequate number of scatterers on the 
aircraft. This is a matter of how closely in range the observable scatterers are 
spaced. If one goes from the two-dimensional image of Figure 3.7 to range 
profiles, all the responses in each range gate are folded into a single crossrange 
gate, aircraft responses as well as the delayed duct returns. Let us assume 
the possibility that somehow the delayed duct returns could be used as an 
additional input to aircraft identification, perhaps by relating the individual 



responses to the various engine stages. This would require range resolution of 
the individual duct returns. Is a 1,200-MHz bandwidth large enough for this 
purpose? Figure 3.8 shows the range profile of the delayed duct returns, gen- 
erated by collapsing Crossrange Gates -1 to 7 of Figure 3.7. Below Range 
Gate 15, the profiles of Figure 3.8 contain contributions from skin returns as 
well as duct returns. 

Our examination of the (complex) duct responses of Figure 3.8 showed 
that a 1,200-MHz bandwidth is almost sufficient for the resolution of the 
strongest duct returns, and hence for the measurement of the ranges of the 
individual duct returns. Hence, if one could predict these positions, without 
interference from the skin returns one might be able to achieve a positional 
match for this large a bandwidth. However, even the best duct returns 
in Figure 3.8 do not allow a position measurement as accurate as can be 
obtained on the better of the skin returns, because of the complexity of the 
scattering process within an engine duct. All these comments still apply only 
to the favorable case that the duct returns could be examined without inter- 
ference from the skin returns, which is possible only for large aspect angles. 

3.2.4 Range Profiles Containing Skin Returns and Delayed Duct Returns 

So far we can state the following conclusions. In the absence of duct returns, 
the range profile of an aircraft is highly variable with aspect angle, so that an 
enormous database would be required for identification on the basis of the 

Range (gates) 

Figure 3.8 Range profile including delayed duct returns. 
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range profiles. The size of the database could be much reduced if range reso- 
lution were made so high that most peaks of a range profile were generated 
either by a single or by at most two scatterers. In this case the scatterers could 
be resolved without superresolution by malung use of the complex range pro- 
file. The indications are that a bandwidth of 1,200 MHz might be about the 
minimum required bandwidth for fighter aircraft. The situation is similar for 
duct returns. In the absence of interference by skin returns, the duct returns 
could be satisfactorily resolved with a bandwidth of at least 1,200 MHz, 
possibly requiring a somewhat higher bandwidth. However, the real prob- 
lem occurs when both skin returns and delayed duct returns are present, as 
will be the case for most aspect angles of the aircraft. Then the two types 
of return interfere with each other. The resolution of returns that require 
a 1,200-MHz bandwidth when only one kind or the other are present 
demands a still higher bandwidth when both are present. Even in that case, 
only half of the problem would be solved. There would still be the need to 
measure or predict the delayed duct returns for all aspect angles, so that they 
can be included in the database. 

As an illustration of the practical case when both types of return are 
present, Figure 3.9 shows the range profiles for the combination of skin 

Range (gates) 

Figure 3.9 Range profiles for the entire aircraft, including duct  returns. 
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returns and delayed duct returns, again for the same small incremental aspect 
angle changes. The dotted vertical lines divide the profiles into four sections. 
The section at the lowest range gates includes only skin returns. The next 
section contains both types of return, with the skin returns dominant. The 
following section also contains both types of return, but now with the duct 
returns dominant. The last section contains only duct returns. Examining 
the duct returns of the last section for the different aspect angles, we see that 
there is some variability over the 0.2" angular change in the figure, although 
less than for the skin returns. We would expect this because the duct is much 
narrower than the fuselage, so that the variation with aspect angle should be 
smaller. An examination of the strong return group about Gate 20, where the 
duct returns are dominant, shows that the skin returns do cause considerable 
interference. The combined returns thus change with aspect angle. We also 
see significant changes in other parts of the range interval occupied by both 
delayed duct returns and fuselage returns. Of  course, in the interval that does 
not contain any duct return we have the earlier situation: With a bandwidth 
of 1,200 MHz the changes are slow over the 0.2" aspect angle interval, and the 
complex responses can be analyzed to determine actual scatterer positions. 

The practical question regarding an obviously impractical situation is 
whether the peaks of the range profile can be resolved into the contributing 
responses from scatterers, both on the skin and within the duct(s), in the two 
sections containing the most important returns, between Gates -38 and 36 
in Figure 3.9. Our examination of the complex responses showed that 
the mutual interference between duct returns and skin returns degrades the 
measurement of range positions. However, the degradation was not so large 
that one could readily conclude that 1,200 MHz is too small a bandwidth. 
The result is highly dependent on the aspect angle and will change from 
one aircraft to another. A definite answer would require identification runs 
on many aircraft under many different conditions, before the adequacy of a 
1,200-MHz bandwidth could be confirmed or rejected. Such a test would 
be of academic interest alone, because it would address only one part of the 
problem of identifying aircraft from their range profiles, namely, whether 
the size of the database could be made manageable if the bandwidth were 
increased to 1,200 MHz. It still would leave open the question of how to predict 
the delayed duct returns for all aircraft of interest and for all aspect angles. 

3.2.5 Conclusions About Range Profile Utility 

One cannot consider the range profie of an aircraft to be a radur signature fiom 
which the aircrafi can be identif;ed. First, the use of the intensity range profile 
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as a target signature would unnecessarily degrade performance. Instead, if 
such an approach were to be pursued at all, one should determine the scat- 
terer positions from the complex range profile and use the scatterer positions 
as the target signature. The resulting improvement would still not be large 
enough to overcome the tremendous practical obstacles against using range 
profiles in a way suggested by the term "target signature"; that is, for identie- 
ing aircraft. If one utilized bandwidths in excess of 1,000 MHz, perhaps 
much in excess of this number, one might be able to shrink the size of the - 
required database to practical values. This still leaves the problems of accu- 
rately predicting range profiles for the skin returns, range profiles for the duct 
returns, and the interference between the two. This would have to be done 
for all aircraft of interest, for all orientations of interest, and for the various 
configurations of ordnance. 

Does this mean that range profiles are useless for target identification? 
In our interpretation it means that in applications where Doppler resolution 
is available, one should not try to work with range profiles. An extremely 
high bandwidth will facilitate identification via SARIISAR imaging, but it 
cannot provide adequate performance with resolution in range only. Resolu- 
tion in the second dimension of Doppler is needed. Moreover, even with the - - 

addition of Doppler resolution, the reliable identification of man-made tar- 
gets is not an easy task. Hence, when the available observation time is large 
enough to add Doppler resolution, this must be done in a theoretically opti- 
mum manner, not by some type of pseudo-Doppler resolution. There are 
applications in which Doppler resolution is unavailable. The foremost exam- 
ple is the identification of a stationary ground vehicle from a stationary radar 
platform, such as from a stationary ground vehicle. In such an application we 
must use the highest practical bandwidth, but even then it will not be possi- 
ble to achieve the identification performance obtainable when at least one 
of the two objects, the ground vehicle to be identified or the one carrying 
the radar, is moving. It would be preferable for the vehicle with the radar to 
move at least during the time needed for target identification, establishing a 
SAR baseline. 

We have discussed the problems of treating the range profile of an air- 
craft as a signature. O f  course, one may also consider a SAWISAR image 
of a target as its signature. Here we need not discuss the extension from 
one-dimensional to two-dimensional signatures, because other chapters of 
the book address identification via SAFUISAR imaging. We do not consider - - 

such images to be adequate as signatures. First, the necessity of utilizing the 
complex image makes the term somewhat irrelevant. Second, the term "sig- 
nature" implies that the image is correlated with an image in the database, 



which is an unworkable approach. Just as a range profile represents an inter- 
ference pattern, the two-dimensional image is also an interference pattern. 
Instead of using images as signatures, one must extract specific information 
about the target to be compared with the database. 

3.2.6 Section Summary 

With typical values of range resolution, range profiles are so highly aspect- 
angle dependent that a database with a huge number of range profiles 
would be needed. This is true even for signal bandwidth on the order of 
1,000 MHz. Obtaining and storing this database are problematic. 

Since delayed duct returns are present under most conditions, range 
resolution would have to be high enough to resolve the delayed duct returns 
from the skin returns; this would allow reducing the number of range profiles 
in the database. However, this would still leave the problem of predicting the 
duct returns for all aspects. 

In the case of aircraft, enough Doppler resolution is needed to resolve 
the delayed duct returns from the skin returns. 

3.3 Identification via ISAR Imagery 

The process of identification via ISAR imagery can be divided into four 
steps: (1) data collection, (2) compensation and selection of the imaging 
interval, (3)  image analysis, and (4) comparison of measurements to data- 
base. The first three of these must be carried out adaptively. Data collection 
must continue, operational considerations allowing, until sufficient resolu- 
tion is achieved for identification to be feasible. The necessary dwell varies 
with the aircraft type, aspect, and behavior. This is discussed further in 
Section 3.5. Oftentimes, it is not possible to image over the entire data col- 
lection dwell. When this is the case, we must choose an appropriate subinter- 
val for imaging. This is done on the basis of tracking and compensating 
individual scatterers, and examining fixed-range image cuts to determine 
subintervals of smooth motion. This step is discussed and illustrated exten- 
sively in Section 3.6. 

The image analysis consists of measurement of recognizable features, 
such as aircraft length or location of engines, as well as measurement of posi- 
tions, strengths, and characteristics of nonrecognizable features. These 
features are described in Section 3.4, along with construction of a feature 
database. The feature measurement algorithms have been discussed in 
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the previous chapters, as has the comparison of the measurements to the 
database. Section 3.7 gives examples of the positional match that is used to 
make this comparison. 

3.4 Aircraft Features for ldentification 

Earlier, we briefly discussed the futility of any kind of shape recognition simi- 
lar to optical target identification. The conclusion was that radar target iden- 
tification must be based on specific features that can be measured by radar. 
In this section we discuss the features usable for aircraft identification. We 
distinguish between two classes of feature: First, special features that are dis- 
tinct for each aircraft and whose significance can be readily determined. Sec- 
ond, features that cannot be recognized from their responses (for example, a 
strong scatterer that can be located, but whose origin cannot be deduced). 
For this second class, we utilize only the feature positions. 

3.4.1 Special Aircraft Features 

When the special features discussed below can be extracted from an image, 
they can be very important contributors to identification, but their extrac- 
tion will not always be possible. Hence, the special features are used when 
they can be observed, but there can be no penalty when they are not 
observed. As already stated, we will not consider the easy problem of distin- 
guishing small from large aircraft, but the problem of identifying aircraft 
within their class. Here again, our interest is in the difficult task of identify- 
ing small military aircraft. 

Aircraft Length and Wingspan 

Although fighter aircraft have similar lengths and wingspans, if these overall 
dimensions could be measured accurately, they would be very important 
for identification. Unfortunately, the measurements of length and wingspan 
both have problems that reduce their utility. 

One difficulty in measuring aircraft length is that radar can measure 
only range extent, and that the aspect angle of the aircraft is needed to trans- 
late range extent into length. In view of the relatively short dwell times avail- 
able on an aircraft and its high maneuverability, it is generally not possible 
to measure the aspect angle accurately. The translation of range extent into 
length thus can be done only with an error that increases rapidly as the 
aspect angle approaches broadside. One might conclude that the length 
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measurement should be quite accurate at small aspect angles. However, at 
smaller aspect angles we might not observe scatterers on the tail of the air- 
craft, not necessarily because of shadowing. At a given aspect angle there may 
be no readily observable feature at the end of the aircraft. The situation where 
the range extent of an aircraft is undermeasured occurs frequently enough 
to conclude that one can reliably determine only some minimum length of 
the aircraft. Measurement of a minimum length is not as useful as measuring 
the actual length, but it does allow rejecting aircraft that are too short. 

Because of the better quality of the images of large aircraft, the first and 
last responses along the centerline of the fuselage can be more reliably identi- 
fied. The error in the length measurement then is determined only by the 
error in the aspect angle measurement provided by the tracker. This will 
allow at least a crude measurement of length. 

The situation is worse with respect to the measurement of the wing- 
span. At smaller aspect angles we cannot accurately measure the wingspan 
because the crossrange scale will be known only inaccurately, even if one 
can reliably detect the wingtips (which may not be the case). At large aspect 
angles the inaccuracy of the crossrange scale becomes unimportant, but some 
aircraft have wingtip responses too weak to detect in the background. Also, if 
the aircraft is in a turn and hence is banked, we can only roughly estimate the 
banking angle even when the aircraft has been tracked over a considerable time. 
Hence, the radar also can measure only a minimum wingspan, which is even less 
useful than a minimum length. Nevertheless, it will sometimes be useful. 

Since the wingtip responses are readily identifiable in the image of a 
large aircraft, the accuracy of the wingspan measurement also is determined 
by the accuracy of the tracker data. When the aircraft is turning, which is less 
frequently the case than for small aircraft, we estimate the bank angle from 
the radius of the turn, assuming that the combined vector of gravitational 
and centripetal acceleration is oriented perpendicular to the wing plane. We 
may have to use a longer observation time in order to determine whether the 
bank angle is changing, which will cause different degrees of shifting of the 
wingtips in crossrange. 

Type and Number of Engines 

Small aircraft typically have engines and engine ducts that are integrated into 
the fuselage, but not all do. Some have fuselage-mounted engines without 
ducts, and others have wing-mounted engines. If we can measure the type, 
number, and locations of the engines, we can reduce the number of candidate 
aircraft in a particular situation. For example, the capability of distinguishing 
between wing-mounted and ducted engines is extremely valuable. 
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For angles not too close to broadside, we will detect the delayed engine 
responses and Doppler-spread engine returns that allow us to determine the 
positions of the engines. Even if these returns are missing, we can sometimes 
use the good definition of the outline of a large aircraft to recognize the 
returns from engines (protruding beyond the leading edge of the wing, for 
example, or near the tail). 

Size of the Opening of the Engine lntake Duct 

The size of the intake of aircraft with fuselage-integrated engines can vary 
considerably. As a consequence, the level of the jet engine returns and of 
the delayed duct returns also can vary significantly. The relative size of the 
engine intake as judged from the level of the engine returns, both from 
the fixed and the rotating parts, thus can be used as a distinguishing feature, 
although not a very sensitive one. 

Aircraft with Wingtip Missiles 

The fact that an aircraft is equipped to carry wingtip missiles often can be 
recognized from the nature of the responses at the wingtip. This is another 
special feature that allows narrowing the number of candidate aircraft in a 
given situation. 

Twin-Hull Aircraft 

Most aircraft with fuselage-integrated engines have a single conventionally 
shaped fuselage. IN some cases, the engine ducts of aircraft with two 
integrated engines form two hulls reminiscent of the design of a catamaran. 
Measurement of the separation of the two exhausts, for example, may reveal 
this feature of the aircraft. 

Position of Engine lntake and Exhausts 

When delayed duct responses are observed in an image, which can happen 
up to large aspect angles, we can determine the position of the engine intake 
along the fuselage. This position varies among aircraft. Similarly, when an 
aircraft is viewed from the rear, the delayed duct returns will reveal the posi- 
tion of the exhaust along the fuselage. For some aircraft, the exhaust is not 
located at the end of the fuselage. 

Angle Between Fuselage and Leading Wing Edge 

For a large aircraft, we can choose the crossrange scale based on the track 
aspect and the centerline of the aircraft fuselage. Then we measure the angle 



between the centerline and the leading edge of the wing. If the aircraft is 
turning, we adjust the angle in accordance with the estimated bank angle. 

Wingspan-to-Tailspan Ratio 

Since the tip of the horizontal stabilizer will usually be detectable for a large 
aircraft, we can measure the ratio of the wingspan and the span of the hori- 
zontal stabilizer, independent of any banking or an error in the aspect angle 
measurement. 

Position of the Wings 

For large aircraft, we can measure the positions of the nose, tail, and leading 
wing edge well enough to accurately determine the fractional position along 
the centerline of the intersection of the leading wing edge with the center- 
line.They might require extrapolation of the leading wing edge. 

Relative Width of Wings 

An image of a large aircraft may show such a well-defined wing that the 
width of the wing relative to the length of the fuselage may be measurable 
with useful accuracy. The lagging edge usually limits the accuracy. 

Position of the Horizontal Stabilizer 

Since the backscattering from the end of the fuselage is strong for large air- 
craft, we will often be able to measure the position of the leading edge of the 
horizontal stabilizer relative to the end of the fuselage. 

Elevated Aircraft Tail 

Elevated tails of large aircraft are distinguishable from ordinary tails, espe- 
cially if the aircraft is banking. This is illustrated in Section 3.6.9. 

Shape of the Fuselage 

The fuselage of a large aircraft is often so well defined in the image that we 
can distinguish different fuselage shapes. 

Other Special Features 

Some aircraft have special designs that can be recognized by radar. For exam- 
ple, when a swing-wing aircraft operates with its wings in their extended 
positions, a radar can observe the cavity into which the wing folds. There are 
probably more of these special features that can be valuable in restricting the 
number of candidate aircraft. It is not our purpose here to provide a listing of 
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all the special features that can be utilized for aircraft identification. This is a 
matter of establishing the database, and we merely provide examples. 

3.4.2 Features Common to All Aircraft 

It is clear that special features such as the ones listed above cannot provide 
reliable aircraft identification in a large database. There are many features 
that are common to all aircraft, so that their mere presence does not help 
identification. For example, all aircraft have pilot seats, instrument panels, 
various air inlets and outlets, and a variety of antennas. When these features 
are observed in an image, one generally cannot recognize the feature. All that 
can be determined is that an observable feature is located in a particular posi- 
tion on the aircraft. Thus, only the positions of these features are usable for 
identification, not their nature. The utilization of feature positions is practi- 
cal only if the same features can be observed over relatively large angular 
sectors; otherwise we would have the same problem of an excessively large 
database as with range profiles. 

As explained earlier, the reason that feature positions are at all usable 
for target identification lies in the peculiar backscattering behavior of aircraft. 
All the numerous discontinuities, facets, and other small aircraft features gen- 
erate a background that is too indeterminate and too sensitive to aspect angle 
to be utilized for aircraft identification. Only those scatterers whose 
responses stand out above the background are usable, and these are the vari- 
ous electronic devices and features shaped so as to catch the radar wave. Of 
course, the features must be visible over an extended angular sector. For 
example, an air inlet is generally visible for frontal aspects but not for rear 
aspects. The opposite is true for air outlets. 

We also discussed earlier why there is little use to features on the wings 
other than the wingtips. Smoothly shaped ordnance on the wings typically 
cannot be seen and would be unpredictable in any case. Roll of the aircraft 
introduces unpredictable crossrange translation of the responses from wing 
features. Thus it is best to utilize only the features on the fuselage for 
identification. 

The most conspicuous electronic device is the radar in the nose cone. It 
is a strong scatterer over a large aspect-angle sector centered on head-on. At 
these aspect angles, the radar has a peculiar backscattering behavior that 
allows one to recognize it. Its phase center will generally shift with aspect 
angle, implying that the Fourier transform of the fixed-range image cut 
through the response has a curved phase. The radar often generates a 
few delayed returns, and the return may be strong only in part of the 



frequency band of the transmitted signal. However, there appears to be little 
use in recognizing the radar in this manner, because it can be more easily 
recognized from its position. Over a large aspect-angle sector centered on 
head-on, the radar return is the first strong return from the aircraft. In fact, 
the value of the return from the radar lies mainly in that it defines the effec- 
tive start of the aircraft in an image. Although one might occasionally detect 
the return from the radome tip, it is too weak to be mistaken for the radar 
return. Outside the main beam of the radar antenna, one will detect the 
bulkhead behind the radar, or antennas often positioned there. Such returns 
are not as strong as the radar return within the main beam, but still much 
stronger than the return from the radome tip. 

There are a variety of antennas, for various purposes, in various fre- 
quency bands, and in various locations distributed over the aircraft. Most of 
these antennas are installed on the smooth metallic surface of the aircraft, 
from which they must be insulated. Whether it be the cavity generated in this 
fashion, or the electronic properties of antennas, they can be readily observed 
against the background. Sometimes antennas are installed below the surface 
of the aircraft, but then the cover must be a dielectric material rather than 
metal. Since the antennas have specific functions, the possibility exists that 
the characteristics of the radar return might allow one to determine the type 
of antenna. W e  have made no attempt at antenna identification and have 
used only the locations of the antennas. 

The intake of a fuselage-integrated engine is a strong scatterer over 
a large aspect angle sector. It cannot be observed for very small angles off 
nose-on, and also as broadside is approached. Between these limits the intake 
opening not only can be observed, but it can be identified as such from the 
delayed duct returns. They appear in the same crossrange gate as the intake 
opening, and gnerally provide a better measurement of the crossrange posi- 
tion of the intake than the intake response, which often is shifted in cross- 
range because of phase-center shift effects. Recognizing the intake response 
with the help from the delayed duct return is very important for the posi- 
tional match. 

The situation is similar for the exhaust, which also is a strong scatterer 
over a large aspect angle sector. Although it can also be recognized from the 
delayed duct returns, this is of more limited utility than in the case of the 
intake, because for most aircraft the exhaust is at the very end of the aircraft. 
Nevertheless, for the occasional aircraft in which this is not the case, identifi- 
cation of the exhaust is very important. One benefit from the exhaust return 
even when the exhaust is at the end of the aircraft is that it defines the end of 
the fuselage very well. We then can differentiate between aircraft where the 
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end of the fuselage signifies the end of the aircraft, and other aircraft where 
the vertical stabilizer protrudes beyond the exhaust. 

In addition to the large intakes and exhausts, an aircraft has a variety of 
small air inlets and outlets, usually for cooling purposes. If there is no strong 
scatterer nearby, these inlets and outlets can be observed at aspect angles for 
which they trap the wave. 

Another feature whose response is typically strong enough to exceed 
the background is the pilot's seat. Although the smoothly shaped cover of the 
instrument panel is not observable for frontal aspects, the head-up display on 
top of the cover generally is. For rear views, the instrument panel itself can 
often be detected in the background. 

There are other observable features that are generally not known to 
someone unfamiliar with aircraft designs. Whatever their use might be, we 
must examine diagrams, photographs, and CAD models in order to recog- 
nize any feature that will trap the radar wave. We  will not always know what 
a particular feature represents or what its use may be, but this is irrelevant for 
our purposes. 

Establishing a database of observable features and their positions on the 
aircraft is practical only if these features can be observed over aspect angle 
sectors that are measured in tens of degrees rather than degrees or fractions of 
a degree. We shall use real data on a flying aircraft to demonstrate that fea- 
tures do persist over Large sectors, showing that the primary variation is due 
to errors in the measured position of a scatterer caused by interference from 
nearby scatterers, rather than nonpersistence of the scatterer. 

In Figures 3.10 to 3.14 we show matches of the same database to the 
scatterer positions extracted from images of a flying aircraft at different 
aspects. The aspect angle change over the five matches is 21'. (The aspect 
angles obtained from the matches themselves are somewhat inaccurate 
because only the fuselage scatterers were utilized; we used the tracking data to 
determine the aspect angles.) Range resolution is 1 ft, and crossrange resolu- 
tion varies between about 2 and 3 ft. Scatterers in the database are designated 
by letters in the plot, and are identified in the legend at the right of the fig- 
ure. Measured scatterer positions are denoted by + signs. The two sets of 
scatterers are associated via the deformable template procedure discussed in 
Chapter 1. The names assigned to the various scatterers are our own (and the 
letters are not fully consistent throughout the book), but they do represent 
specific scatterers. We again note that the range match is more heavily 
weighted than the less accurate crossrange match. The source of the mis- 
matches is the interference among incompletely resolved scatterers. A minor 
scatterer not normally observable may sometimes shift the response from the 
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Figure 3.10 Positional match of the database to  an aircraft at 20" aspect. 
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Figure 3.12 Positional match of the database to an aircraft at 31" aspect. 

2 

- 

g 
s 
m 
CT - 

0- 
c*) 

- 

0- 
N 

Figure 3.13 Positional match of the database to an aircraft at 34' aspect. 
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major scatterer. The number of observed scatterers (some not in all images) 
on the fuselage is 18. 

In Figure 3.10, a significant mismatch in range exists only for two out 
of the 18 scatterers, G and d. In Figure 3.11, instead of the two scatterers P 
and U we observe only a single response. The same is true for Scatterers c and 
b. The response from scatterer X is not visible. In Figure 3.12, we have the 
pairs W,c and B,X giving a single response, with the response for scatterer k 
missing. In Figure 3.13, the tail responses are too weak, and the responses for 
scatterers W and X are missing. In Figure 3.14, the tail responses are again 
missing, scatterers 0 and W give a single response, and the response from 
scatterer c is missing. Nevertheless, in all five figures the great majority of 
the scatterers can be measured at the same locations as the aspect angle is 
changed over 20'. This verifies the facts that with real rather than modeled 
aircraft there is a limited number of scatterers that can be observed above the 
general background, and that these scatterers persist with aspect angle. 

3.4.3 Deriving the Database 

Target identification requires solution of two difficult problems: (1) extract- 
ing sufficient information from the return signal, and (2) obtaining the 
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database to which this information is to be compared. Much of this book is 
concerned with the first problem. The second problem is treated in this sec- 
tion, but the brevity of the treatment does not imply a lesser importance; 
how to construct the database is much easier to understand, even though 
constructing it is not simple. In this section we show how the database can be 
constructed from diagrams, photographs, and models of aircraft. Of  course, 
when radar data are available for specific aircraft, the database for these air- 
craft should be established by extracting the aircraft features from the data. 

The following discussion shows that there is no choice of how to 
approach assembling the database. Optically inspired approaches will not 
work because radar backscattering is too different from optical backscatter- 
ing. Deriving the database for the recognizable features is easy, but for the 
unrecognizable features, on which we must perform position measurements, 
it is not. We must rule out data collection because it is impractical for all air- 
craft of potential interest. Test range measurements and measurements on 
scale models are also impractical, for more than one reason. Electromagnetic 
mathematical modeling (improved over the current state) should be able 
to generate a database of dominant scatterer positions, with low accuracy 
requirements, but this is an expensive alternative. This leaves only the 
method of using diagrams, photographs, and CAD models to determine the 
wave-trapping features that will be observed by radar. The method is illus- 
trated by an example. It requires training and involves much work, but there 
is no choice. 

To consider these points in more detail, if visual identification of air- 
craft at long ranges and under all weather conditions were practical, the deri- 
vation of the database would be simple. The database would be the collection 
of diagrams and photographs of the aircraft of interest, taken from all aspect 
angles. Of  course, the automation of the identification process would still be 
a very difficult problem. How does one automatically distinguish many air- 
craft, sometimes with only slight differences, by comparing an image with 
the huge number of images in the database? It might be an even more diffi- 
cult problem than radar identification, because at the larger radar wave- 
lengths the information about the target appears in a more condensed form, 
so that it is easier to utilize. For example, only about 20 or 30 scatterers can 
be observed on the fuselage, whereas an optical system provides vastly more 
detail, perhaps too much detail for automated identification. 

We showed earlier that assembling a database which can be used to 
identify aircraft via their range profiles is totally impractical. Assembling 
a database for the identification of aircraft via their special features and the 
positions of the observable scatterers is not impractical but is a difficult 



problem. At the same time, it is unavoidable if aircraft are to be identified. 
Of  course, it is far easier and cheaper to assemble the database from photo- 
graphs and diagrams than by mathematical modeling of aircraft merely to 
find the prominent scatterers that a radar can observe. 

The special aircraft features can be relatively easily extracted from dia- 
grams and photographs. The problem lies with the features to be used in the 
positional match. The most straightforward and reliable way of assembling a 
radar database for these features would be to collect radar data of all aircraft 
of interest and in all aspect angle sectors within which they might be 
observed in practice, and then analyze the data to determine the observable 
features. The positions of the features and any measurable characteristics 
then would be recorded in the database. Since the observable features change 
only slowly with aspect angle, the number of different aspect angle sectors for 
which the database must be established is manageably small. There is one 
sector close to nose-on, and another one close to tail-on. The space in 
between can be subdivided into cones of a size perhaps by 30' by 30'. This is 
clearly the best way of establishing the database of the feature positions. It 
is probably also the most expensive way and, in the case of foreign aircraft, 
it may not be possible to collect radar data on all aircraft and for all aspect 
angles. However, one should extract the database from the data for those air- 
craft and orientations for which such data are available. Even if we have only 
a limited amount of teal data, we should make use of it. 

For those aircraft for which no radar data are available, when no funds 
are available to collect the data on accessible aircraft, and for aircraft where 
data collection is impossible, the first idea always appears to be mathematical 
modeling. As discussed earlier, our experience with measurements on real 
data versus measurements on data from modeling programs indicates that 
even very sophisticated mathematical modeling methods do not provide 
results sufficiently close to those obtained with real data to permit using these 
results as a database. We do not preclude using improved mathematical 
modeling to generate a database of dominant scatterer positions with low 
accuracy requirements. However, such modeling is an expensive alternative. 

Another possibility for establishing a database of the feature positions 
would be to collect aircraft data on a test range, the only difference relative to 
collecting data on aircraft in flight being a possible reduction in cost. Such 
data collection is practical mostly for potentially friendly aircraft, and only to 
a limited extent on potentially unfriendly aircraft. Aside from these limita- 
tions, it is not easy to collect data at outdoor ranges that can accommodate 
full-scale aircraft and achieve the data quality needed for the measurement of 
scatterer positions. This is much easier for aircraft in flight. Scale-modeling 
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aircraft to reduce the size so that indoor ranges can be used has what we con- 
sider insurmountable problems. Modeling the important scatterers, such as 
cavities and antennas, to such a fidelity at the higher frequency of the test 
range that they represent with sufficient accuracy the properties of the real 
scatterers at the operational frequency appears to be almost as impractical as 
mathematical modeling. 

This assessment leaves us with only one practical approach. The fact 
that only a certain kind of aircraft feature produces observable responses in 
an image suggests that the database can be derived in a way that is more prac- 
tical than collecting flight test data on all aircraft of interest, and more realis- 
tic than collecting data on test ranges or mathematical modeling. Since we 
do understand what type of feature generates an observable response, we can 
examine diagrams and photographs of aircraft to find these features, so that 
their positions can be listed in the database. It is true that this approach 
requires detailed design information as provided by diagrams and photo- 
graphs, which may not always be easy to obtain. However, it requires less 
accurate information than mathematical modeling. Also, it requires some 
training, but again much less so than for mathematical modeling. Obtaining 
the required diagrams, photographs, and CAD models and examining them 
closely is time consuming, but even in these respects the effort and cost com- 
pare favorably with mathematical modeling. In the following, we shall indi- 
cate how one approaches assembling the database. 

Figure 3.15 shows an aircraft photograph of the type that is typically 
found in publications that provide general information of the various kinds 
of aircraft. The photograph in Figure 3.15 does not show enough detail for 
the purpose of assembling a database for the positional match, but can be 
used for illustrating the general approach. Much more detailed diagrams on 
various aircraft can be found in some publications, but even these detailed 
diagrams have to be supplemented by photographs (and CAD models, when 
available) because the good diagrams typically show only a particular view of 
the aircraft. We must include the features at the bottom as well as the top 
of the fuselage, yet views of the bottom are rarely shown. 

In the absence of radar data, all of the other sources combined may not 
provide complete information, but all we need is sufficient information to 
distinguish one aircraft from another. 

One particularly frustrating aspect of establishing the database is the 
proliferation of models of the same aircraft type. The changes from one 
model to the next may appear to be minor. For example, they might involve 
placing different electronic equipment, such as communications antennas, 
warning antennas, and so forth, on an aircraft. Yet these are the features the 
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Figure 3.15 Photograph of an aircraft. 

radar can actually observe. Even the mere relocation of antennas to different 
positions on the aircraft is important. Aircraft identification depends on dis- 
tinguishing differences between various aircraft, which implies that we must 
be familiar with these differences if identification is to be reliable. 

To illustrate the process of establishing the database, we start at the tip 
of the aircraft shown in Figure 3.15. It is the same aircraft used for our posi- 
tional matches. There is a pitot tube at the tip. This device acts as a dipole 
which normally will not be observable, but under some benign conditions 
may generate a detectable response. The feature is too unreliable to include 
in the database. Even if it were reliable, the presence or absence of a pitot 
tube would not be of much use in aircraft identification. Thus we conclude 
that if the radar detects a response at the nose of the aircraft that is much 
weaker than the average response of the image, we will ignore it. 

Next comes the metallic tip of the radome. Since the radome tip is not 
shaped so that it can catch the radar signal, it also will be a weak scatterer. 
It will sometimes be detectable, only because the background generated by 
the aircraft is low in the area of the radome tip. As with the pitot tube, the 
radome tip will be observed under benign conditions, but not in general. 
Similarly to the pitot tube, there is little useful information in the return 
from the radome tip. There are some exceptional aircraft for which this state- 
ment does not apply, but in view of the relative weakness of the return from 
the radome tip it does not appear worthwhile to include it in the database. 
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Since the radar is a much stronger and hence a much more reliable scatterer, 
for identification purposes we should have the aircraft start with the radar. 
Thus we establish the policy that for frontal views, the first scatterer utilized 
for identification is the radar. 

The radar is a strong scatterer at least within its search angle, but also 
somewhat beyond. The strength of the radar return decreases as the aspect 
angle approaches broadside and the effective position of the radar shifts 
toward its mechanical base. The radar may cause multiple delayed returns, 
which can be most easily accommodated by the policy that only the first 
return is utilized if several delayed returns (in the same crossrange gate) 
should be observed. The phase center of the radar also is not stable, so that 
the accuracy of the position of the radar will be lower than for other, less 
complicated features. Another point relevant to positional accuracy is that 
the radar cannot be seen in photographs and many diagrams because it is 
covered by the radome. However, many aircraft diagrams do show the radar, 
and for other aircraft we can estimate the radar position based on this infor- 
mation. Mechanical and electric design constraints on the radome imply that 
the position of the radar within the radome can vary only little. 

The fuselage section immediately behind the radome typically has one 
or several antennas, whose positions must be determined from multiple pho- 
tographs and diagrams. One such antenna is visible in Figure 3.15. Since these 
antennas must work over wide aspect-angle sectors, they can also be observed 
over wide sectors. In general, it is necessary to develop a shadowing model that 
shows when a particular feature cannot be observed because of shadowing even 
when it would give an observable response in a particular direction [2]. 

The next feature that might be observable is the instrument panel. 
However, instrument panels usually have smooth covers that deflect the 
radar signal, so that they can be observed only for rear views that allow the 
signal to penetrate into the panel, provided the angle is not one where shad- 
owing occurs. O n  the other hand, there may be a head-up display on top of 
the instrument panel cover, and this display may be formed such that it can 
trap the radar wave for certain aspects. For these aspects the display will be 
observable, unless a much stronger scatterer such as an electronic device is 
too close by. 

Aside from the antennas already mentioned, which could be under- 
neath the cockpit in front of the engine intake, there is the pilot's seat. The 
seat contains a metallic structure of sufficient complexity to make it observ- 
able for frontal aspects, and perhaps from the side if the particular aircraft 
does not have a stronger feature at that position. 



Next comes the engine intake. Close to nose-on, the intake opening 
generally is not observable because it only represents a thin metallic ring. As 
the aspect angle increases, the entire opening will act as a strong cavity scat- 
terer, but because of its size relative to the wavelength, its phase center is usu- 
ally not stable. This instability is primarily a function of the aspect angle, so 
that the crossrange position of the intake response may not be the crossrange 
position of the intake opening. As already mentioned, this problem is 
avoided if the delayed duct responses are used to determine the crossrange 
position of the intake opening. Starting from nose-on, the intake is observ- 
able at about the same angle at which the delayed duct responses become 
observable. The intake cannot be seen close to broadside, where the radar 
wave cannot enter the duct. O f  course, the intake opening cannot be 
observed for aspect angles beyond broadside. - 

When proceeding along the fuselage to determine observable features 
and their positions, more detailed diagrams and photographs will show a 
variety of air inlets and outlets, associated with various cooling systems. We  
must ask, is the opening sufficiently larger than the wavelength to generate 
an observable return? Is it shaped such that it can trap the wave at a particular 
aspect angle? Air inlets are designed to catch the air, so that they are observ- 
able by radar only for frontal views. Similarly, air outlets of sufficient size can 
be observed only for rear views. Figure 3.15 shows the opening for a gun to 
the side of and slightly behind the pilot's seat. This opening will be observed 
for frontal views, unless the particular aircraft carries an antenna or another 
strong feature close enough not to be resolvable from the gun opening. 

Next comes the end of the cockpit. We must examine details of the 
design to determine whether or not there is some wave-trapping feature, per- 
haps similar to a trihedral corner or a cavity. In this case we may have one 
or two observable responses, but only for frontal views. The shape of these 
features will tell us over how large an aspect angle sector they trap the radar 
signal; that is, over what sector they are observable. O n  top of the fuselage, 
behind the cockpit, we usually find one or more antennas. These will be 
widely visible, subject to shadowing only for views from below. 

The photograph in Figure 3.15 shows a feature on top of the fuselage 
and nearly in the center of the wings. This turns out to be a cavity for in- 
flight refueling It is a relatively large cavity containing the actual refueling 
opening. Again subject to shadowing, the combination of cavity and refuel- 
ing opening will generate two observable responses. 

More detailed diagrams show other antennas on top of the fuselage, 
which again have wide visibility. O n  the other hand, antennas at the end of 
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the vertical stabilizer that serve functions directed toward the rear are strong 
only for rear views; they are unreliable scatterers for frontal views. 

An examination of the bottom of the fuselage shows another wave- 
trapping cavity associated with an arresting hook. Again, the particular angle 
under which the aircraft is viewed determines whether or not the cavity is 
observable in the image. 

A problem occasionally arises in that part of the surface may not be 
metallic but is transparent to the radar waves. Published information shows 
that this is the case for the root of the vertical stabilizer for this particular air- 
craft. Then we must examine whether the root contains metallic wave- 
trapping features, again using detailed diagrams to supplement photographs. 

The preceding discussion gives an indication of what is involved in 
establishing a database for the positional match when radar data are not avail- 
able. It is a laborious process, it requires some training, and it demands that 
all the information that may be available on the various aircraft is accessed. It 
would be valuable if a substitute could be found, but the known substitutes 
appear even more problematic. 

The difficulty of deriving the database is increased by the facts that a 
particular aircraft may or may not carry a variety of ordnance, and that the 
same aircraft may come in different models, with different positions for some 
of the unrecognizable features. Much of the problem with the variability of 
ordnance disappears when one does not utilize scatterers on the wings. (Ord- 
nance typically is not visible to the radar.) Accommodating different models 
of the same aircraft requires additional information and work. However, suc- 
cessful identification does not demand that all features in the database be 
matched with the measured features, as long as substantially more features 
are matched for the correct rather than incorrect aircraft. 

3.4.4 Section Summary 

Two types of feature are used for aircraft identification: special features, 
whose significance we understand (length, wingspan, number of engines, 
etc.), and features common to all aircraft, whose nature cannot be readily 
recognized from their responses (air inlets and outlets, antennas, seats, etc.). 
Special features can usually be measured only so inaccurately that they do not 
suffice for identification. We must also utilize the positions of the common 
features, via the positional match. The use of feature positions is practical 
because the features persist over relatively large angular sectors, measured in 
tens of degrees. 
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In deriving the database, the special features are obtained from dia- 
grams, photographs, and CAD models of the aircraft. If real data should be 
available, images are analyzed to extract the positions (and characteristics) of 
the dominant scatterers. When real data are not available, the database for 
the common features is assembled by inspecting diagrams, photographs, and 
CAD models to determine wave-trapping features and their positions. 

3.5 Resolution Requirements 

In this section, we explain why high range resolution, but only low cross- 
range resolution, is necessary. Range resolution should be high enough to 
subdivide the fuselage sufficiently well to resolve (without the help of cross- 
range resolution) at least a few of the observable scatterers, so that a motion - 
compensation can be performed. Range resolution is primarily a matter of 
cost, whereas crossrange resolution is limited both by available dwell time 
and the impossibility of performing an adequate motion compensation over 
long dwell times unless the aircraft's motion is uncharacteristically smooth. - 
Thus, the primary requirement on crossrange resolution is that it be suffi- 
cient to resolve the multiple delayed engine duct returns on fighter aircraft 
from the fuselage returns. Because range resolution becomes progressively 
less effective on the fuselage as the aspect angle of the aircraft increases, air- 
craft identification near broadside requires very high range resolution. In  the 
absence of extensive data with high range resolution (so that range resolution 
can be degraded in steps), we can only estimate the resolution requirements. 
The discussion again points toward the requirement of adaptive processing. - - 

In [3], we demonstrated that one can use a sophisticated motion com- 
pensation to achieve rather high crossrange resolution, perhaps 1 ft or even 
better. However, no implication is intended that one can do this under all 
flight conditions, nor that one would necessarily want to do it. Under opera- 
tional conditions one would like to work with the crudest possible crossrange 
resolution, for a variety of reasons. The primary limitations on range resolu- 
tion are the feasibility and cost of supporting the wide bandwidths required 
in the transmitter, antenna, receiver, and signal processor. An additional 
limitation applies when range resolution is made so high that serious effects 
come from resolving individual scatterers into parts, but for aircraft this 
might imply a rather high bandwidth. With crossrange resolution, there are 
other practical limitations. 

Most importantly, crossrange resolution requires dwell time on the tar- 
get. A radar that is to identify aircraft typically is carried by another aircraft, 
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so that the approach velocity of the aircraft to be identified can be rather 
high. The radar also has tasks other than aircraft identification. It will usually 
have to detect the aircraft, track it, and then identify it. Under war condi- 
tions, such a radar will have to deal with more than one aircraft, possibly a 
large number of aircraft, at the same time. Practical aircraft radars have only 
a single beam to detect, track, and identify all the aircraft, and hence the time 
available for identifying a particular aircraft will be short. Identification thus 
should be performed with the shortest possible dwell time, which means with 
the crudest possible crossrange resolution. 

Even when the radar does not operate with a shortage of dwell time, - 
using a long imaging time for very high crosstange resolution may not be 
practical. Aircraft do not always fly very smoothly, in particular during war- 
time. There may be inadvertent yaw motion, or the pilot might execute slight 
back-and-forth maneuvers merely in the process of examining his surround- - 
ings. There will often be intentional maneuvers, and these may involve rather 
erratic changes in angle, and hence in range rate. Our experience indicates 
that it is highly doubtful that one can achieve a satisfactory motion com- - - 
pensation under all of these conditions, and over times as long as might be 
needed to achieve high crossrange resolution. The motion compensation 
might be good enough to generate an intensity image that looks like an air- 
craft to the eye, but such an image is unlikely to allow reliable identification. - 
One needs an image good enough to allow feature measurements, in par- 

- - 

ticular the measurement of feature positions. Under some conditions, it is 
impossible to generate images with high ctossrange resolution and such a 
quality that accurate feature measurements can be performed. Not only is 
a high-quality image with poor crossrange resolution preferable to a poor- 
quality image with high nominal crossrange resolution, but the latter image 
will not allow reliable target identification. - 

With expense restricting range resolution, and dwell-time requirements 
and aircraft maneuvers limiting crossrange resolution, the practical question 
is how much range and crossrange resolution one needs for reliable aircraft 
identification. A satisfactory answer to this question would require the fol- 
lowing work. One would have to design an aircraft identification system with 
higher range and crossrange resolution than needed, test the system on real 
data extensive enough to represent all practical conditions, and then degrade 
range and crossrange resolution in steps until the identification performance 
was no longer satisfactory. The greatest problem with this approach is the 
data availability. At the time of this writing, no reasonably extensive database 
with a range resolution high enough for this test (probably in the order of 
half a foot) exists, and the databases with a range resolution of 1 ft all have 
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radar-related problems, such as inappropriate waveforms. Thus we can 
merely estimate how much resolution is needed for reliable aircraft 
identification. 

It is clear that one needs higher resolution to identify small aircraft than 
large aircraft. Thus it is reasonable to consider the resolution requirements 
for fighter aircraft. As discussed above, such aircraft typically have between 
20 and 30 observable features on the fuselage, and we explained earlier why 
one must use, and hence resolve, the observable features on the fuselage. 

Considering the length of a fighter aircraft, the number of observable 
fuselage features, and their typical separation, one concludes that at small 
aspect angles the range resolution needed might be on the order of 1 ft. If 
range resolution is high enough to resolve, or almost resolve, the scatterers on 
the fuselage, the demands on crossrange resolution are minor. This is true 
only for aspect angles that are not too large. As the aspect angle becomes 
larger and range resolution is less effective along the fuselage, better cross- 
range resolution is needed in order to resolve the fuselage features. Near 
broadside, range resolution becomes so ineffective along the fuselage that the 
scatterers have to be resolved almost solely by crossrange resolution. This is 
very unfortunate, because near broadside the implementation of high cross- 
range resolution becomes problematic or even impossible. Hence, if aircraft 
are to be identified near broadside, a range resolution better than 1 ft is likely 
required. Our conclusion is that I-ft range resolution may be sufficient if 
identification near broadside is not needed, and that range resolution may 
have to be improved to perhaps 0.5 ft if identification is to be performed near 
broadside. 

Little crossrange resolution is needed at the smaller aspect angles if 
range resolution is on the order of 1 ft. We  do want to resolve the wingtips 
from the fuselage, because responses from wingtips with the capability to 
carry missiles might interfere too much with fuselage responses. The same is 
true of any wing-mounted ordnance that backscatters strongly. Fortunately, 
this occurs only for small aspect-angle regions. We also need to resolve 
delayed duct returns from most fuselage responses. Beyond these require- 
ments, we must keep in mind that the ultimate goal is measurement accu- 
racy. Although a measurement with high accuracy can be performed only if a 
response is sufficiently well resolved, it does not matter in what manner it 
is resolved. Thus, if range resolution is adequate to resolve the individual 
features, we can perform accurate crossrange position measurements without 
high crossrange resolution. This is the difference between the width of the 
response and the accuracy with which we can measure the position of the 
response peak. If a response is at all detectable in the background, the peak 
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position can be measured with an accuracy of about 10% of the response 
width. Since the coherent integration gain from Doppler processing increases 
the signal-to-noise ratio, even for the weaker observable responses we should 
be able to measure the peak position to perhaps 5% of the peak width. The 
accuracy achievable for two unresolved scatterers is not so high, but is still a 
small fraction of the response width. 

Our work indicates that for the kind of feature separation found on the 
fuselages of small fighter aircraft, a measurement accuracy of about 0.3 ft 
might be sufficient for reliable aircraft identification. This measurement 
accuracy is easily achieved in range if range resolution is 1 ft and the back- 
ground is noise or noiselike. This is usually the case with resolved observable 
features. Potential problems with range accuracy arise from interfering scat- 
terers, but then we must choose resolution high enough to make this interfer- 
ence acceptable. With respect to crossrange resolution, if the measurement 
accuracy is to be 0.3 ft, then the above discussion implies a crossrange resolu- 
tion between 10 and 20 times larger, or between 3 and 6 ft. This is so if the 
burden of resolution is carried by range resolution; that is, for aspect angles 
that are not too large. As already stated, near broadside we have to increase 
crossrange resolution to replace range resolution for the fuselage, so that we 
might need 1 ft of crossrange resolution near broadside. But this requirement 
becomes academic if identification near broadside is impossible for other 
reasons. 

The preceding discussion again points toward the need for adaptive 
processing when moving targets are to be identified. At smaller aspect angles 
we can choose the dwell time so as to implement a crossrange resolution 
of between 3 and 6 ft, and as the aspect angle increases we have to increase 
crossrange resolution, in the limiting case near broadside to about 1 ft (but 
only if a good motion compensation is achievable with the existing motion 
behavior of the aircraft). The actual numbers to be used in each situation will 
depend on the type of aircraft, its aspect angle, and its flight behavior. This 
means that the automated identification system must determine in real time 
how much crossrange resolution is needed, by performing a test to determine 
whether a particular imaging time gives satisfactory crossrange resolution, 
and increasing the dwell time if this is not the case. 

Practically, we can implement these resolution constraints through three 
simple requirements: wingtip responses must be resolved from fuselage 
responses in the same range gates; delayed duct responses must be resolved 
from 90% or more of the fuselage; the fuselage must extend over at least 
20 rangelcrossrange resolution cells. Figure 3.16 shows a flowchart of adap- 
tive data collection, based on these requirements and the realization that an 
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Create image with "standard" compensation, while continuing to collect data I 

I 

Double imaging dwell, cue data collection to cease 

Increase . N Check that wingtip and delated returns are sufficiently resolved from 

Figure 3.16 Flowchart of adaptive data collection. 

imaging 
dwell 50% 

operational radar should not dwell on the target longer than necessary. The 
"standard" compensation referred to in the figure implies any simple com- 
pensation that generally allows one to recognize the generic shape of the air- 
craft well enough to distinguish the fuselage, the wingtips, and delayed duct 
returns. Compensation on the basis of range centroid or correlation tracking, 
followed by Doppler centroid tracking, is sufficient. 

the fuselage, and that the fuselage length is at  least 20 resolution cells 

3.5.1 Section Summary 

Y l 

Range resolution must be sufficient to resolve most of the dominant scatter- 
ers on the fuselage; that is, the fuselage responses must be analyzable by the 
TSA. Crossrange resolution must be sufficient to resolve the wingtips and the 
delayed duct returns from the fuselage returns. 

3.6 Imaging of Aircraft 

This rather extensive section treats aircraft imaging under various conditions, 
given the requirement that the quality of an image must be high enough to 
allow the measurement of scatterer positions. After a discussion of the 
imaging principles, we give illustrations of the imaging of aircraft with and 
without delayed duct returns. Next, we consider imaging under problematic 
conditions, such as a maneuvering aircraft and the special cases of nose-on 
and tail-on aspects. In order to show how much easier it is to image 
and identify large commercial aircraft, we include appropriate examples. 
Sections 3.6.1 to 3.6.3 are of general interest, whereas the treatments of the 
more problematic imaging conditions should be of interest to those actively 
working in the field. 
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3.6.1 Aircraft Imaging Principles 

Aircraft move fast, so that little time is available for their identification, in 
particular since the radar must search, track, and probably identify more than 
one aircraft at a given time. An aircraft also does not move as smoothly as 
might appear to be the case, unless it is on a high altitude course from point 
A to point B and is a large aircraft. We cannot claim to have investigated the 
flight behavior of the various types of aircraft, but have seen very smooth 
flight only with commercial aircraft. When aircraft identification is critical, 
which it is for military operations, an aircraft will have inadvertent yaw and 
roll motions, even when the pilot is not executing a deliberate maneuver, and 
these motions will not necessarily be smooth. As will be demonstrated below, 
such flight behavior makes it difficult to generate high-quality images with 
sufficient crossrange resolution to separate wingtips and delayed duct returns 
from the fuselage returns. There is always the problem of spurious responses, 
and it increases as the motion becomes more erratic, in particular if the 
motion is in three dimensions rather than just in the horizontal plane. 

In order to identify an aircraft, we thus want to generate an image that 
meets the following requirements: ( I )  the time over which the aircraft is 
observed is as short as possible; (2) the motion compensation is good enough 
to permit analyzing the image responses and determining the positions of the 
associated scatterers; (3) crossrange resolution is high enough to allow sepa- 
rating the delayed duct returns from the skin returns, but not so high that the 
quality of the image is degraded; and (4) the image contains few spurious 
responses strong enough to be mistaken for genuine aircraft responses. 

We first consider the motion compensation. Its main purpose is to 
make one of the scatterers on the aircraft appear perfectly stationary, so that 
the aircraft is rotating about this reference scatterer. A secondary purpose is 
to generate an image of the rotating aircraft in which another scatterer (not 
too close to the first) can be selected, so that one can measure the precise way 
in which the aircraft rotates about the stationary reference scatterer. If the 
rotation rate is not perfectly constant, which it typically will not be, we use 
the measurement of rotation either to resample the data so as to make the 
rotation rate appear constant, or to select a shorter imaging interval within 
which the rotation rate is sufficiently constant. The latter is the preferred 
method if it results in at least adequate crossrange resolution, because we want 
to use the shortest possible imaging interval. If the rotation axis changes direc- 
tion, we must track at least three scatterers to determine the motion. Under 
such conditions, choosing a shorter imaging interval within which the rotation 
axis and rotation rate are constant is even more crucial. We first treat the 
motion compensation steps needed to arrive at a stationary reference scatterer. 
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The first requirement of the motion compensation is that the gross 
range changes due to the motion of the aircraft along its flight path be 
removed. There are several equivalent ways, at least in principle, of measur- 
ing the range changes. One can degrade range resolution to include the entire 
target within one range cell. The measured range of the target is then the 
range of the range centroid. Alternatively, one can correlate consecutive 
range profiles to determine in what manner the range is changing. Another 
procedure is to track a prominent scatterer in the range profile. The choice 
will be governed by consideration of the signal-to-noise ratio. If one uses 
range centroid tracking or correlation, one should remove range gates 
beyond the range spread of the target to improve the signal-to-noise ratio. 
Whatever method is employed, one must fit a smooth function to the meas- 
ured range values, and this function is used to remove the range drift from 
the data. It is important that the fitted function not be too flexible, because 
variations introduced by fitting to the random range changes in the measure- 
ments may not be removable in the next motion compensation steps. The 
consequences of such variations are distortions of the image responses and 
the introduction of spurious responses. Both tend to prevent the measure- 
ment of true scatterer positions. 

Both tracking of the range centroid and the correlation of consecutive 
range profiles are different from tracking a prominent scatterer, because 
the former two methods utilize the entire target. From the point of view of 
signal-to-noise ratio, it is not advisable to rely on range tracking a single scat- 
terer at the outset. Instead, one should follow range tracking of the entire tar- 
get by Doppler tracking of the entire target, which means Doppler centroid 
tracking. Here again one must pay attention to the flexibility of the function 
fitted to the measurements, even though it is not as critical as in the case of 
the range compensation. Doppler tracking amounts to sliding-window track- 
ing and hence generates an integration gain. After Doppler tracking of the 
entire target, the Doppler spread of the target will have narrowed sufficiently 
that, by eliminating the Doppler gates outside the Doppler spread of the tar- 
get, one can further improve the signal-to-noise ratio (of the corresponding 
range ~rofiles). Only then should the next step of range tracking a prominent 
scatterer be implemented. The result is a range track of the reference scatterer 
to an accuracy related to the width of the range cell. This is far too crude for 
our purposes, which require that the scatterer be tracked in phase. 

One does not want to go directly from range tracking of a scatterer 
to tracking its phase. I t  is better to include an intermediate step of Doppler 
tracking the scatterer. Doppler tracking and subsequent compensation will 
focus the response of the scatterer sufficiently well in Doppler (or crossrange) 
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to resolve it from other scatterers at the same range. Then one can take a 
fixed-range image cut, obtain the transform of a window about the response, 
and use the phase of the transform to determine the motion of the scatterer. 
This is illustrated in detail in Section 2.3. 

The described steps of the motion compensation needed to arrest a 
reference scatterer are critical. Since imaging conditions are continuously 
changing each step ajier the crude range and Doppler centroid compensation 
must be checked before proceeding. Doppler tracking of the reference scat- 
terer is used to verify the success of range tracking, because Doppler track- 
ing will work only if the range track was sufficiently accurate. 
Doppler tracking of the reference scatterer is verified by taking the trans- 
form of the response and determining whether or not the amplitude func- 
tion is sufficiently constant (see Section 2.3). These checks prevent one 
from forming an image whose responses are too poor for measuring scat- 
terer positions. 

Since there is no "standard" situation for the motion compensation, 
the motion compensation steps described above must be used adaptively. 
The minimum compensation is range centroid tracking followed by Doppler 
centroid tracking. When an aircraft is flying very smoothly, this simple 
motion compensation will produce an image with responses of such a high 
quality that scatterer positions can be measured. Whether or not this is the 
case is tested by taking transforms of some fixed-range image cuts through 
responses, and determining whether or not the pattern from single scatterers 
or two scatterers are sufficiently well approximated. If this is the case, the 
basic motion compensation is finished. One still must check scatterers at 
the extremities of the aircraft to determine whether polar reformatting might 
be necessary. If this is the case, the amplitudes of the transforms of the fixed- 
range image cuts may not stay strong over the entire imaging interval and the 
corresponding phase will have significant nonlinearities, with both variations 
increasing with distance from the compensated scatterer. 

When, after range and Doppler centroid tracking, the image responses 
are found not to have sufficient quality for the measurement of scatterer posi- 
tions, the motion compensation is continued by range tracking and Doppler 
tracking of a reference scatterer, and compensating the data with these tracks. 
Again, another response in the image (not too close to the reference scatterer) 
is checked. If the phase function of the transform has a kink, one should 
use the larger of the two subintervals divided by the kink to generate a new 
image, reducing nominal crossrange resolution in order to improve image 
quality. The quality of the responses is then checked as described above. To 
relate the choice of the imaging interval, and crossrange resolution, to the 
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practical operation of a radar, let us assume for the moment that the radar 
has a specific observation interval available per aircraft, such as one second. 
One might be tempted to conclude that in this case the image should be 
formed over the entire observation interval, in order to achieve the highest 
crossrange resolution. This would ignore a variety of serious problems, aside 
from the fact that in practice we should minimize the observation time per 
aircraft. First, we cannot expect an aircraft to fly so smoothly that a good 
motion compensation can be achieved over the relatively long time of one 
second. An erratic motion of the aircraft, or just some temporary problem in 
tracking a scatterer, can easily lead to a motion compensation of insufficient 
quality. Genuine responses from the aircraft may be distorted so that the 
measurement of scatterer positions becomes too inaccurate, or the deviation 
between the measured and actual motion may cause too many spurious . . 

responses. The image may have a high nominal crossrange resolution but 
totally insufficient quality. Moreover, even the measurement of scatterer 
ranges will be affected. 

The remedy is not simply to shorten the imaging time so as to decrease 
the severity of the effects. A particular observation interval often contains 
times at which problems appear, be problems from the motion behavior of 
the aircraft or from inaccuracies of tracking a scatterer. At such times it is 
impossible to generate a high-quality image. Thus, if an observation interval 
of, say, one second is available, we will compensate and form an image over 
the entire observation interval, but treat it only as a kind of survey image 
needed to understand the situation. We examine the image and determine 
subintervals in which high-quality images can be generated. The best of these 
subintervals is selected for imaging, as indicated earlier in relation to the last 
motion compensation step. 

Although identical in principle, the actual implementation under 
operational conditions must be different (as in Figure 3.16), because the 
radar should not collect more data than actually used for imaging. In a prac- 
tical application, when the radar starts collecting data on an aircraft, the 
processor must form an image as soon as some useful amount of data has 
been collected. This image is examined to determine (1) whether crossrange - 

resolution is sufficient to resolve the wingtips and any delayed duct returns 
from the fuselage, and (2) whether the fuselage extends over at least 20 reso- 
lution cells. As soon as the requirements for crossrange resolution are met, 
the radar is cued to double the sufficient dwell, then stop collecting data. The 
doubling of the dwell is necessary because irregular target motion often pre- 
vents the formation of an image of acceptable quality from the minimum 
dwell necessary for resolution. 
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In order to check the image quality and select an appropriate time 
interval for imaging, we must examine fixed-range image cuts through fuse- 
lage responses. As discussed in Section 2.3, in order to determine the motion 
history of a scatterer, we must be able to define a window in the image cut 
such that a Fourier transform of the window gives essentially constant ampli- 
tude, so that we can phase track the scatterer. If we can find such a scatterer, 
we examine the transform phase. Breaks in the phase slope indicate jerky tar- 
get motion that is difficult to compensate, and we use such breaks to define 
boundaries of acceptable imaging subintervals. 

If no such response exists, we attempt to improve the motion compen- 
sation, by range and Doppler tracking a fuselage scatterer. We repeat the 
search for an acceptable transform amplitude. If none is found, we iterate the 
compensation and search sequence until one is found or no trackable scat- 
terer remains. In the latter case, we reduce the data duration by a factor of 
two, and repeat the compensation and search process with the reduced 
duration. 

Having found an acceptable transform, we search for another in image 
cuts well-separated from the first. This second motion history will enable us 
to determine times of abrupt changes in target rotation, as well as abrupt 
changes in translation. The search for the second proceeds as did that for 
the first, with the difference that phase-slope tracking is acceptable for the 
second scatterer. As with the first scatterer, breaks in the phase slope of 
the second scatterer define boundaries of acceptable imaging intervals. 

We next form an image over the longest interval without a phase-slope 
break for either response. As this is generally shorter than the total data col- 
lection time, we check that the minimum resolution requirements are still 
met. If not, we increase the imaging interval, adding the minimum phase- 
slope break possible. We continue expanding the imaging interval until 
the minimum resolution requirements are met, or until the imaging interval 
is the entire interval used for phase tracking. If the latter occurs before the 
former, we cannot identify from the data collected. 

If our image does have at least the minimum required resolution, we 
then check that the quality of responses is acceptable. This is particularly 
of concern if we had to choose an imaging interval including a phase-slope 
break. The quality of responses is acceptable if fixed-range image cuts 
through a majority of fuselage responses yield acceptable one- or two- 
scatterer patterns. If the quality is unacceptable, we check whether the image 
has an excess of resolution (relative to the minimum). If so, we reduce the 
imaging interval, in proportion to the excess, and repeat the check on 
response quality. If not, we cannot identify from the data collected. 
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Once we have an image of acceptable quality, we track two scatterers 
near the ends of the fuselage and use their differential motion to determine 
the deviation from uniformity in the rotation rate and the range drift of the 
ends of the fuselage. If these require correction, we resample and polar refor- 
mat the data, respectively. Finally, we search for a group of responses with 
common phase curvature, and remove such [3]. 

The process of selecting an appropriate time interval for imaging, 
described above, is summarized in the flowchart in Figure 3.17. 

3.6.2 Illustrations of Aircraft Imaging Without Delayed Duct Returns 

As explained above, in practice the observation time should be varied in 
accordance with the existing situation. Since it would serve no purpose here 
to demonstrate the entire process of adaptively selecting the appropriate 
observation time, we will simply assume that an observation time of one sec- 
ond is available, and demonstrate how to select the appropriate imaging time 
within that observation time. 

A one-second image of an aircraft after range centroid and Doppler 
centroid compensation is shown in Figure 3.18. With the wingtips clearly 
visible in this case, we can choose approximately the correct crossrange scale 
by making the lines connecting the wingtips be perpendicular to the center- 
line through the fuselage. This was done with the figure, so that the cross- 
range scale is approximately correct. The image shows that the aircraft is 
viewed at a small aspect angle, which is usually an easy case for identification. 
In order to check the quality of the motion compensation, regardless of what 
the source of any problem might be, we select a response on the fuselage, take 
an image cut in the range gate of the response, and examine the transform 
of the image cut. Evaluating the motion compensation requires an approxi- 
mately constant transform amplitude. If our selected response has a variable 
amplitude, we must examine other responses on the fuselag. If none has 
approximately constant amplitude over the entire observation interval, we 
proceed with the response with the longest constant amplitude interval. 
Within this interval, we want to find a subinterval with essentially constant 
phase slope. (A change in the phase slope amounts to a translation of the 
response in crossrange, so that the scatterer response would appear in two 
different crossrange positions.) A smoothly changingphase slope indicates that 
more compensation is necessa y, but that the subinterval is usable for imaging. 
Because the aircraft may be rotating irregularly about our constant amplitude 
response, which would not be evident from its signal phase, if the exami- 
nation of its phase shows no problem we want to perform the check on a 
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Figure 3.18 Image after standard compensation. 

second response. The two responses should be separated in range as much as 
possible, so that the compensation cannot have corrected any kinks in both 
phase functions. Also, both responses must be on the fuselage. 

The transform of the image cut in the range gate of the tip response 
is shown in Figure 3.19. The phase slopes for the first and second halves 
(roughly) are 0.06 and -0.21, which with our normalization means that the 
responses are separated by 0.27 crossrange gates. Thus there is some smearing 
of the response. O n  the basis of the amplitude function, we might choose an 
imaging interval from 0.1 to 0.4 seconds of normalized time. From the trans- 
form of the image cut in Range Gate 15.5, shown in Figure 3.20, we see that 
this is also a good choice for the rear of the aircraft, since the amplitude is 
nearly constant and the phase function shows adequate linearity. The image 
over this subinterval is shown in Figure 3.21. We know from the way the 
imaging time was selected that the image has higher quality than the image 
of Figure 3.18, but ultimately this can be judged only when the responses 
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Relative time 

Figure 3.19 Transform of the image cut in Range Gate -22. 

Relative time 

Figure 3.20 Transform of the image cut in Range Gate 15.5. 

are analyzed. However, a closer investigation shows that the selection of the 
imaging time is not critical in this particular example. 

We repeated the process of imaging interval selection with the alter- 
native approach, where a prominent scatterer is first tracked in range and 
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Figure 3.21 Image from 6.6 to  6.9 seconds. 

then in Doppler, instead of using centroid tracking on the entire aircraft. 
The precise tracking procedure is demonstrated in detail in Chapter 5 for 
ships, for which it is very important. In this case, the first check for constant 
amplitude is performed on the tracked scatterer. The two transforms corre- 
sponding to Figures 3.19 and 3.20 are so similar that the same imaging inter- 
val would be selected. The peaks plot of the resulting image is nearly 
indistinguishable from Figure 3.21. In principle, the two images need not be 
alike, because they use different compensations, but in this instance the 
tracking is easy and hence there is no difference for practical purposes. 

In our next example, the selection of the precise imaging interval is 
more critical. In  Figure 3.22 we show a one-second image of the aircraft after 
range centroid and Doppler centroid compensation. The multiple dots 
within single range gates, along most of the fuselage, already indicate that the 
image quality is far too poor for extracting scatteret positions. T o  verify this, 
and to select an appropriate subinterval, we must examine fixed-range cuts 
through strong fuselage responses. Figure 3.23 shows the image cut through 
the strong response in Range Gate -22.5. Although this is the best isolated 
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Figure 3.22 Image after range and  Doppler centroid compensation. 

response on the fuselage, interference from a second scatterer is evident in the 
modulation of the transform amplitude and phase. The phase modulation is 
strong enough to obscure significant phase variations due to irregular target 
motion. In order to reduce the modulation, we must filter out the interfering 
scatterer. 

Figure 3.24 shows the result of notching out the interfering scatterer to 
the left of the strong response in Figure 3.23, and then taking the Fourier 
transform. The absence of slow modulation in the amplitude and phase indi- 
cates that we have effectively removed the interfering scatterer. Clearly, we 
have also removed some contribution from the strong scatterer. However, 
because we removed just a narrow notch from the tail of the strong response, 
the slow variation of the phase of Figure 3.24 still corresponds to the slowly 
varying scatterer motion. The smooth curve of Figure 3.24 is a quadratic fit 
to this motion. After subtracting this fit, we can more easily visually recog- 
nize abrupt changes in the phase slope. 



Relative crossrange (gates) Relative time 

Figure 3.23 Image cut  in Range Gate -22.5. 

Figure 3.24 Transform of filtered image cut  of Figure 3.23. 
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However, we can do better than subtracting the fit. The fit corresponds 
to motion that widens both the strong response and the interfering response. 
If we use the fit to motion compensate the data, the two responses will be 
better resolved in the compensated image, so the interfering response can be 
more effectively filtered out. Figure 3.25 shows the result of taking a fixed- 
range image cut through the strong response in the compensated image, fil- 
tering out the interfering response, and taking the Fourier transform. The 
phase shows three intervals (relative times -0.5 to -0.15 seconds, -0.15 to 
0.25 seconds, and 0.25 to 0.5 seconds, indicated by dotted vertical lines) 
of roughly linear phase, separated by abrupt changes of phase slope. These 
changes are too large to be acceptable. Ifsubintervals are to be combined into a 
single image, the phase slopes (which correspond to scatterer positions), can dzffer 
by at most a smallfiaction of one gate. 

Figure 3.26 shows the result of applying the same processing (filtering, 
compensating, and filtering) to the strong response in Range Gate 7.4 of 
Figure 3.22. The phase shows the same three intervals as in Figure 3.25, with 
the same phase-slope changes between intervals. This shows that the target is 
translating (rather than rotating) jerkily. The larger deviations from linearity 

Relative time 

Time (sec) 

Figure 3.25 Transform of filtered cut in compensated image. 
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Figure 3.26 Motion derived from scatterer in Range Gate 7.4 of Figure 3.22. 

within the intervals of Figure 3.26 are due to stronger interference in Range 
Gate 7.4 than in Range Gate -22.5, but are small enough to allow phase- 
slope measurements. 

When images are formed over the three intervals, to the eye the differ- 
ences are minor. All three appear to be of good quality. However, we have 
repeatedly stated that the peaks plot image allows only a crude judgment 
of image quality, and that the actual responses must be examined. The 
examination of fixed-range image cuts through strong responses verifies that 
all three images are of acceptable quality. 

T o  illustrate the problem of identifying an aircraft at an aspect angle 
near broadside, we next show three images generated by tracking the range 
and Doppler centroids, tracking a scatterer in range, tracking the same scat- 
terer in Doppler, compensating the data with the tracks, forming an image 
over the entire one second, selecting a good imaging interval, and generat- 
ing the final image. The image at an aspect angle of about 65' is shown in 
Figure 3.27. The aircraft is in a turn and banked, which is easily reconcilable 
with the image. In Figure 3.28 we show the image for an aspect angle of 
about 80°, and in Figure 3.29 the image essentially at broadside. With the 
single-scatterer tracking procedure used for these examples, the last two peaks 
plots do not as clearly resemble an aircraft as for smaller aspect angles. We 
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Figure 3.27 Image at an aspect angle of about 65". 

Crossrange (gates) 

Figure 3.28 Image at an aspect angle of about 80". 

have not investigated whether the image details at such large aspect angles are 
sufficiently accurate for aircraft identification. 

As the next case, we chose a one-second interval over which the aircraft 
is flying very smoothly, which helps the motion compensation. The 
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Figure 3.29 Image at broadside. 

corresponding one-second image is shown in Figure 3.30. A visual examina- 
tion lets one recognize the shape of the aircraft. This is of little help for auto- 
mated processing, because one cannot rely on being able to generate such 
a highquality image with excellent crossrange resolution. With automared 
processing, we must check the transforms of responses as usual. The fixed- 
range image cut and transform of the strongest response in the image are 
shown in Figure 3.31. The relative half-power width is 1.055, which means 
good compression. The second half of the transform amplitude droops, 
which has little consequence, as verified by the half-power width of the 
response. Although the phase function seems to have two breaks in the phase 
slope (ignoring the behavior at the fringe), the total phase change is only 
about 0.05 cycles, so the phase nonlinearities are negligible. When these 
parameters are (automatically) measured, for this scatterer and one near the 
rear of the aircraft, the conclusion is that the image is of good quality, and no 
shortening of the imaging time is needed. 

With this image of rare quality, we can measure aircraft length with 
great accuracy even in the absence of an aspect angle measurement from the 
tracker. We adjust the crossrange scale so that a straight line connecting the 
first and last point along the fuselage is perpendicular to the line correcting 
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Figure 3.30 Image over one second. 
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Figure 3.31 Image cu t  and t ransform for  Range Gate 0.1. 
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the appropriate wingtip responses. With the correct scale factor, the direction 
of the fuselage gives the aspect angle. Taking the range difference between 
the first and last points on the fuselage and dividing by the sine of the aspect 
angle, in this instance we obtain the length of the aircraft with an error of 
2 cm. In principle, we can also measure the wingspan in this fashion, except 
that the aircraft is banked. This bank angle can be estimated from the track 
by assuming that the combined acceleration vector is oriented perpendicular 
to the plane of the wings. However, we do not know how reliable this 
assumption is. In this particular case the measurement error was 70 cm. 

An image with such high resolution and good quality allows one to 
measure the scatterer positions very accurately, a fact that is recognized dur- 
ing the assessment of TSA performance on every response. T o  demonstrate 
how much more difficult the task becomes when crossrange resolution is 
poorer, in Figure 3.32 we show the image when only the central half of the 
imaging interval for Figure 3.30 is used. It is far more difficult to recognize 
the outline of the aircraft. Nevertheless, with respect to the measurement of 
scatterer positions, this is still a good image. 

We want to make another general point. Figure 3.33 gives a one- 
second image at a later time. The image is formed over another time interval 
where the motion of the aircraft happens to be quite smooth, so that the 
image appears to be of high quality. Nevertheless, when we check image 
cuts in the range gates of well-resolved responses, we find that the relative 
half-power widths are larger than they should be. Thus we again examine the 
transform of the image cut of a suitable response, finding that the imaging 

Crossrange (gates) 

Figure 3.32 Image over the central half of the imaging interval. 
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Figure 3.33 Image from 121.0 to 122.0 seconds. 

time should be restricted. Instead of the imaging interval from 121.0 to 
122.0 seconds, based on the transform we select the shorter interval from 
121.3 to 121.9 seconds. The corresponding image is shown in Figure 3.34. 
In the new image the relative half-power widths of the responses are as low 
as they should be, indicating good compression. This is important because 
a poor motion compensation that causes the TSA to result in two scatterer 
positions rather than one can be catastrophic for aircraft identification. 

We want to point out again that the TSA can be used only when the 
motion compensation is of sufficient quality; otherwise the advantage of the 
complex over the intensity response cannot be utilized. The point we want to 
make is the following. The one-second image of Figure 3.33 was generated 
by tracking a specific scatterer. When we choose an alternative scatterer for 
tracking, the details of the intensity image will be somewhat different. How- 
ever, if we again examine the transforms of fixed-range image cuts through 
responses to select a more appropriate imaging time, the differences between 
the images over the shorter times will be insignificant. Slight differences may 
appear in the intensity images, but when the responses are analyzed to deter- 
mine scatterer positions, the differences will be negligible. 
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Figure 3.34 Image from 121.3 to 121.9 seconds. 

3.6.3 Illustrations of Aircraft Imaging With Delayed Duct Returns 

The examples in the preceding section are perhaps somewhat unrealistic, 
because they were given for an aircraft without delayed duct returns. If we 
examine the same aircraft when viewed from the rear, the situation is more 
realistic because of the delayed exhaust returns. 

In Figure 3.35 we show an image with the delayed exhaust returns. The 
image was generated in the same way as explained above, but a short imaging 
time of 0.2 seconds was chosen in order to demonstrate the checks that must 
be performed before such a short imaging time is accepted. First, the delayed 
duct returns must be suficiently resolvedfiom the@selage returns not to interfere 
with the measurement of scatterer positions over more than about 10% of the 

jiiselage. This cannot be judged from the peaks plot, because the dots can rep- 
resent very small local maxima of unresolved composites of responses. We 
must take image cuts in the range gates of responses close in crossrange to the 
duct returns, and determine whether or not a sufficiently accurate meas- 
urement of the crossrange position of each response can be performed. 
Figure 3.35 shows a fuselage response in Range Gate -10.5 and Crossrange 
Gate 2.5. The image cut in Range Gate -10.5 is given on the left side of 
Figure 3.36, amplitude and phase function, with its transform on the right 
side. Although the cut shows a single response peak with a bulge on its left, 
there is no resolution problem. This is verified by the fact that the transform 
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Figure 3.35 Image from 32.1 to  32.3 seconds. 
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Figure 3.36 Image cut in Range Gate -10.5 and transform. 
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extends over about two modulation cycles. The conclusion is that crossrange 
resolution is sufficient with respect to the delayed duct returns. 

For comparison, we now reduce the imaging interval from 0.2 seconds 
to 0.1 seconds, effectively halving crosstange resolution. The corresponding 
image is shown in Figure 3.37. In this image, when we check the resolution 
of the response nearest the duct returns, in ana log  to Figure 3.36, resolution 
is still acceptable. This is to be expected because in Figure 3.36 the responses 
were separated by more than two crossrange gates, yet the imaging interval 
was reduced only by a factor of two. O n  the other hand, if the response dou- 
blet near Range Gate -1.5 in the image of Figure 3.37 is checked, we obtain 
the image cut and transform of Figure 3.38. It is an example of insufficient - 
resolution. The transform does not have an amplitudelphase pattern from 
which the scatterer positions could be extracted with adequate accuracy. 
Checking other responses also verifies the conclusion that crossrange resolu- 
tion is insufficient for this image. 

As the next example, we examine the problem of imaging in the pres- 
ence of duct returns when the aspect angle is near zero (at zero aspect angle 
there are no delayed duct returns), where crossrange resolution is particularly 
critical. Compensating one half-second of data in the same way as demon- 
strated with the earlier examples, we obtain the image of Figure 3.39. In this 
case the aircraft is viewed only a few degrees off tail-on, so that resolving the 
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Figure 3.37 Image with half the imaging time. 



226 Theory and Practice of Radar Target Identification 

-2 0 2 
Image cut (diagonal gates) Transform 

l " ' ~ ' ~ ' ' ' I ' ' ' ~ ~ " ~ ~ 1 ~ ~ ' ~ ' ~  

0.5 1 .O 1.5 
Projection onto crossrange axis (gates) 

Figure 3.38 Checking resolution. 

duct returns from the fuselage returns is problematic. (The crossrange scale 
was intentionally stretched, for a better separation of duct and fuselage 
returns.) We would like to use high crossrange resolution, but this often 
requires imaging intervals so long that the flight of the aircraft may not be 
sufficiently stable for a good compensation. Hence, if we increase the imag- 
ing interval, we obtain a higher nominal crossrange resolution, but the qual- 
ity of the image becomes too poor for aircraft identification. Before 
attempting a high resolution compensation (or cueing an operational system 
to continue collecting data), we check whether the resolution is sufficient. 

We indicated the direction of the fuselage in Figure 3.39 by the arrow - - 
(note that the crossrange position of the exhaust is best given by that of 
the delayed returns). Too few responses appear to be centered on this line or 
at least near the line. As an example of how misleading an intensity image 
can be, in Figure 3.40 we show the image cut and transform for Range Gate 
4.75, where no response appears to be near the centerline. This would be 
Crossrange Gate 0.8. However, the complicated response at the left top in 
Figure 3.40 clearly indicates a response to the right of the peak. The posi- 
tions of the interfering responses can be found with the TSA, using a trans- 
form window as shown in Figure 3.41. The left half gives the windowed 
response, and the right half the amplitude and phase functions of the 
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Figure 3.39 Image w h e n  the  a i rcraf t  i s  v iewed nearly tail-on. 
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Figure 3.40 Image c u t  i n  Range Gate 4.75. 
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Figure 3.41 TSA measurement. 

transform, as usual. In addition, the idealized patterns of the amplitude and 
phase functions for the measured parameters are superposed (labeled "m" for 
model), as an indication of the quality of the measurement. In this instance 
the quality is not high, because the left boundary of the transform window 
cuts through two (destructively interfering) responses. Nevertheless, one 
measured crossrange position is Gate 1.2, very close to the centerline. The 
situation is the same with the responses in Range Gates 3.9 and 2.8, where 
the TSA also gives two scatterer positions, one for the delayed duct return 
and the other on the centerline. 

The preceding results should not be taken as an indication that there is 
no resolution problem that cannot be solved. Compared with a visual inspec- 
tion of the intensity image, the TSA can do no better than improve resolu- 
tion by a factor of two, perhaps a little better with the use of a small degree of 
extrapolation of the amplitude and phase functions of the transform. In prac- 
tice we will not use the TSA for a measurement in one dimension only, as in 
this illustration, but will measure the two-dimensional position in range and 
crossrange. Even so, if duct and fuselage responses are separated by less than 
about one resolution cell, we cannot accurately measure the fuselage scatterer 
positions. In our example, this is the case for about the rear quarter of the 
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fuselage. Thus, identification must be based on the front three-quarters 
of the aircraft. Since the aspect angle is nearly tail-on in Figure 3.39, one 
would expect a severe shadowing problem for the front part of the fuselage. 
Although there is indeed shadowing, it appears to be less than at optical - 

wavelengths. The waves travel along the smooth surface of the aircraft 
and backscatter when they hit one of the wave-trapping features or an 
antenna. For example, we verified that the last response along the centerline 
in Figure 3.39 is at the position of the radar in the nose of the aircraft. 

As stated above, we would like no more than 10% of the fuselage unre- 
solved from duct returns. Our low resolution image has 25% unresolved. - 
Therefore, we should attempt to form an image over a longer interval. How- 
ever, in this case, the aircraft motion is erratic enough that no appreciably 
longer interval is usable. Thus, we must attempt identification on the basis of 
the image of Figure 3.39. Should this not lead to any target declaration, we 
must collect more data. 

3.6.4 Imaging of Maneuvering Aircraft 

Although the aircraft used in the above examples were flying in loops, the 
loops had a diameter exceeding 5 km, and they were flying with a steady slow 
turn. This is not essentially different from an aircraft flying steadily along a 
straight path, except that an aircraft in a loop will be banked. In this section 
we will consider truly maneuvering aircraft, where an aircraft is flying along a 
straight path and starts turning with a much smaller turn radius than 5 km. 
Imaging must then deal with two effects, the transition effects when the air- 
craft starts the turn and the turn maneuver itself. 

In Figure 3.42 we show the range profiles over three seconds, starting a 
little before the aircraft begins the turn. For better visibility, we compensate 
the changing range for these range profiles and expand the range scale. The 
result is shown in Figure 3.43. For about the first half second the consecutive 
range profiles are reasonably well correlated, because the aircraft is still flying 
straight. Then the range profiles become almost noiselike, with some 
improvement in the last section. This improvement consists mainly in that 
the first and last peaks become better correlated over consecutive range pro- 
files. Also noticeable is an increase in the range extent of the range profile 
with time, since the aspect angle of the aircraft is becoming smaller. W e  will 
separately consider one-second sections starting at 36.0 seconds, 37.0 sec- 
onds, and 38.0 seconds. 

The peaks tracks for the first one-second section are shown in Figure 3.44. 
These are not good tracks, of course. However, as explained earlier we will 



230 Theory and Practice of Radar Target Identification 

-30 -20 -10 0 20 30 
Range (gates) 

Figure 3.42 Range profiles around the beginning of the turn. 

start with the crudest method of range tracking these peaks of the range pro- 
files, rather than first analyzing the complex peaks and deriving actual scat- 
terer positions, or using combined rangelDoppler tracking. We will select 
what appears to be the best peaks track by eye. With automated software we 
can track one of the peaks, range- and Doppler-compensate the response, 
form an image, and search for fixed-range image cuts through two responses, 
whose transforms give sufficiently constant amplitude functions to use the 
phase functions for measuring the motions of the scatterers. If response peaks 
that permit these measurements cannot be found, the software can start with 
a different range track, and so on, until an image is found in which the trans- 
forms of two responses do give sufficiently constant amplitude functions. 
The success also depends on the correct choice of the order of the polynomial 
for fitting to the measurements. 

Perhaps the best peaks track in Figure 3.44 is the one starting in Range 
Gate 9 (indicated by the arrow), which is separately shown in Figure 3.45, 
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Figure 3.43 Range profiles after compensation. 
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Figure 3.44 Peaks tracks from 36.0 to 37.0 seconds. 
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Figure 3.45 Peaks track used for the initial range track. 

together with a third-order polynomial fit. It is an acceptable track because 
the fit is not flexible and the range variations do not exceed about one range 
gate. After compensating with the polynomial fit, we obtain the Doppler 
track of Figure 3.46 on the range-compensated scatterer, again with a third- 
order fit. The fact that the Doppler track is a smoothly curved function 

Time (sec) 

Figure 3.46 Doppler track of the range-compensated scatterer. 
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already indicates that the range compensation is of sufficient quality. With 
a further Doppler compensation of the scatterer, we obtain the image of 
Figure 3.47. Although the image quality is poor, as is evident by comparing 
the dots to the dotted generic aircraft, this is irrelevant. The first question of 
interest is whether the imaging interval is sufficiently long. More specifically, 
is the fuselage length at least 20 resolution cells, and are wingtip and delayed 
returns resolved from fuselage responses over at least 90% of the fuselage? 
The fuselage extends from the exhaust responses near Crossrange Gate -40 
and Range Gate -1 5 to the nose near Crossrange Gate 2 and Range Gate 1. 
This is long enough that the imaging interval could be about halved. The 
near-wingtip responses are in Crossrange Gate -5 and Range Gate -20, 
entirely resolved from the fuselage. The delayed duct returns are harder to 
recognize, because the compensation is so poor that they are spread over 
many crossrange gates. However, with a good compensation, they will be 
confined to one or two gates, so they will obscure an acceptably small frac- 
tion of the fuselage's 40 crossrange gates. 

-60 -40 -20 0 20 
Crossrange (gates) 

Figure 3.47 One-second image with the standard motion compensation. 
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The remaining question of interest is, can we find range gates with 
responses that permit a motion analysis? Despite the poor appearance of the 
image, it is possible to find suitable responses. The image cut in Range Gate 
0,  which is the gate of the compensated scatterer, and its transform are shown 
in Figure 3.48. The amplitude function does not have deep minima, so that 
the phase function is meaningful. Noting the scale of the phase function and 
keeping in mind that (slow) phase deviations of up to about 0.1 cycles from 
linear are acceptable, we conclude that one usable imaging interval extends 
from -0.5 to 0.0 seconds. Since these measurements have been performed on 
the response of the compensated scatterer, it is particularly important to go 
through the same analysis in another range gate. The image cut and trans- 
forms in Range Gate -1 1.5 are shown in Figure 3.49. Again noting the much 
cruder phase scale, we conclude that the imaging interval from -0.5 to 0.0 
seconds, extracted from Figure 3.48, is indeed acceptable. 

On the basis of these measurements we conclude that, under ordinary 
circumstances, using the interval from 36.0 seconds to 36.5 seconds should 
give a good-quality image. The actual image is shown in Figure 3.50. The 
dotted generic aircraft outline shows the approximate location of the aircraft 
fuselage. However, the wingtip responses are offset in crossrange from the 
wing outline; this is an indication that the aircraft is rolling. The image 
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Figure 3.48 Image cut and transform for Range Gate 0. 
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Figure 3.49 Image cut and transform for Range Gate -1 1.5. 
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Figure 3.50 Image from 36.0 to  36.5 seconds. 
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quality evidently is poor. The reason is that the onset of the maneuver is so 
abrupt in terms of radar imaging that many strong spurious responses are 
generated. In Figure 3.50, genuine responses (responses positioned where 
expected, based on ground truth) are sharply focused, because of the proper 
selection of the imaging interval. O n  the other hand, responses positioned 
outside the aircraft have the characteristics of spurious responses. For exam- 
ple, in Figure 3.51 we show the image cut and its transform for the range 
gate of the tip response. The relative half-power width is near unity, with 
some interference noticeable from nearby spurious responses. In contrast, in 
Figure 3.52 we show the image cut and transform in the range gate of the 
strong response in Range Gate -5 and Crossrange Gate 2. The relative half- 
power width is 1.9, and yet the transform has no resemblance to the pattern 
of interfering scatterers. If we examine other responses of the image, we 
obtain similar results; some responses are genuine and others are spurious. 

In principle, we could analyze every response of the image and classify 
each as either genuine or spurious. This is difficult to do in practice because 
many responses are poorly resolved, and spurious responses may fall on top 
of genuine responses. However, we want to make a general point concerning 
spurious responses caused by a maneuvering aircraft. The aircraft data that 
we are using for our demonstrations were mostly collected by a radar that 
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Figure 3.51 Image cut and transform for Range Gate 0. 
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Figure 3.52 Image cut and transform in Range Gate -5. 

generates a long linear FM signal by slow frequency stepping. Linear FM sig- 
nals measure extrapolated ranges [I] ,  and a long sweep implies a large degree 
of extrapolation. Such a radar probably enhances the effects of the phase- 
center wander, and may generate much stronger spurious responses than a 
radar using a short linear FM signal. We  did not investigate this point 
because of lack of adequate data. In a situation in which the spurious 
responses represent as bad a problem as in our illustration, only a small 
number of genuine response positions may be readily extractable, preventing 
identification. Rather than trying to extract genuine responses masked by 
spurious ones, it appears simpler to delay identification until the aircraft 
exhibits a smoother flight behavior. If we utilize the imaging procedures as 
developed here, the resulting image will be usable when the flight is reasona- 
bly smooth, but will contain many spurious responses when the motion of 
the aircraft is erratic. 

The quality of the peaks tracks of Figure 3.44 is so poor that one might 
wonder whether starting with a different peaks track would give substantially 
different results. Indeed, when one starts with a different track than the one 
chosen above, an image with somewhat different appearance is obtained. 
However, finding range gates with analyzable scatterers and examining the 
transforms of image cuts leads to the selection of the same subintervals for 
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imaging and to the same results as with the earlier peaks track. Also, one can 
reduce the consequences of the phase-center wander of scatterers by choosing 
a shorter imaging time, but that also reduces crossrange resolution. This is a 
problem when the aspect angle is close to broadside, as it is in our example. 
Our example thus combines the difficulties introduced by maneuvering with 
those from a near-broadside aspect angle. 

The fuselage extends over about 40 crossrange gates in Figure 3.47, 
formed over one second of data, and extends over about 15 crossrange gates 
in Figure 3.50, formed over the first half of that interval. Therefore, the fuse- 
lage must extend over about 25 crossrange gates in an image formed over the 
second half of the interval. Accordingly, one might hope to obtain a usable 
image from the second half-second. Unfortunately, the aircraft motion dur- 
ing this half-second is too erratic to allow the formation of a useful image. 

In examining the next second of the flight, starting at 37.0 seconds, we 
find the usable imaging interval in the same way as above. The image from 
37.1 to 37.4 seconds is shown in Figure 3.53. It still contains many spurious 
responses, but the aircraft can be better recognized than in Figure 3.50. The 
image from 38.7 to 39.0 seconds is shown in Figure 3.54. Most of the major 

Figure 3.53 Image from 37.1 to 37.4 seconds. 
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Figure 3.54 Image from 38.7 to 39.0 seconds. 

spurious responses have disappeared, yet there are still lower-level spurious 
responses. We do not observe a single line of responses along the fuselage, 
as we do in an image of high quality. Nevertheless, the irregularities in the 
aircraft motion are clearly diminishing. 

3.6.5 Maneuvering Combined With Vibrations 

Some aircraft appear to vibrate during strong maneuvers to such a degree 
that it affects imaging. Since we have insufficient ground truth, we can only 
speculate that this might happen when a maneuver is combined with an 
increase in the speed of the aircraft. Whatever the cause may be, radar imag- 
ing has to deal with high-frequency motions of the scatterers. The same prin- 
ciples and algorithms are used to derive an image, but a higher degree of 
adaptivity is needed. 

In Figure 3.55 we show a two-second survey image of an aircraft in a 
turn, after range and Doppler tracking of a scatterer. In this figure, the 
generic outline gives only an indication of the orientation of the aircraft. 
As usual, we must find responses in this image for which transforms of 
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Figure 3.55 Survey image of a maneuvering aircraft. 

fixed-range image cuts have sufficiently constant amplitude functions to 
allow selecting an imaging interval on the basis of the phase function. We try 
to find a time interval within which all the scatterers that are tested have a 
linear phase function, or constant Doppler. Ordinarily, this is not difficult to 
do. In this instance, many intervals for different responses do not adequately 
overlap. Moreover, there are rapid changes in the phase that are not accom- 
panied by corresponding amplitude variations, which means abrupt motions 
that we interpret as vibrations. 

The image cut in the range gate of the compensated scatterer and its 
transform are shown in Figure 3.56. Taking into account the scale of the 
phase function for the transform, we recognize that one usable imaging inter- 
val extends from -0.5 to -0.3 seconds, and another one from -0.3 to -0.05 
seconds. From the phase function of the transform one could at most define 
another interval, from 0.0 to 0.1 5 seconds, but this interval is clearly inferior. 
In Figure 3.57 we show the image cut and transform for the response in 
Range Gate 10.7. Disregarding the phase jumps in the early part of the trans- 
form, since these are related to the amplitude minima, we recognize a linear 
phase function. Thus, the first imaging interval from -0.5 to -0.3 seconds 
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Figure 3.56 lmage cut and transform for the compensated scatterer. 
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Figure 3.57 lmage cut and transform for another response. 
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is also acceptable for this response. However, the second interval (from 
-0.3 to -0.05 seconds) includes a strong curvature of the phase function in 
Figure 3.57. Hence, on the basis of these two scatterers, we must prefer the 
first imaging interval. 

The image from 30.0 to 30.25 seconds, which corresponds to the nor- 
malized interval from -0.5 to -0.375 seconds, is shown in Figure 3.58, with 
the generic outline again indicating only orientation. If we, for the moment, 
consider only the strong responses, indicated by the large dots, it appears to 
be a good image. This is verified by examining the individual responses of the 
image, which are sharply compressed. However, the image has a relatively 
high level of spurious responses. To determine the source of these spurious 
responses, we again must select responses, take fixed-range image cuts and 
transforms, and examine the phase functions corresponding to nearly con- 
stant amplitudes. This is more difficult to do than when the goal is to select 
good imaging intervals, because we cannot tolerate significant amplitude 
modulation. 

For a better illustration of the problem, which occurs over the entire 
data segment available for this aircraft, in Figure 3.59 we show the image cut 

Figure 3.58 Image from 30.0 to 30.25 seconds. 



Relative crossrange (gates) 

I " " I " " I " ' ~ ~ " " I ' " ' ~ " ~ ' I ' " ' ~ ' ~  

-40 -20 0 20 
Crossrange in image (gates) 

Relative time 

l i m e  (sec) 

Figure 3.59 Image cut and transform in the range gate of a strong response. 

and transform for a strong scatterer about one second later. Note that a drop 
of about 0.2 cycles occurs in the transform phase function at -0.45 seconds, 
where the amplitude is steady. A similar rise of 0.1 cycles is found at -0.1 
seconds, and another drop at 0.24 seconds. Because of the absence of a corre- 
sponding change in the amplitude function, these phase variations imply 
motions of the scatterer. In fact, the phase function of the transform appears 
to have a partly masked modulation period of about 0.1 seconds (0.2 seconds 
of relative time), corresponding to a modulation frequency of 10 Hz. Such 
phase variations can also be observed on some scatterers in different range 
gates, but they do not occur at the same times. This excludes the possibility 
that the phase variations may have been introduced by the radar. For a sinu- 
soidal phase variation of 0.1 cycles, the sidelobe power level is at about the 
level found in Figure 3.58. 

The spurious responses in Figure 3.58 will not prevent aircraft identifi- 
cation. The greater difficulty comes from the fact that the good imaging 
intervals for different scatterers on the aircraft do not always overlap to a suf- 
ficient degree, as discussed above. For a demonstration of the consequences, 
consider the phase function of the transform in Figure 3.57. We now form 
an image over the interval from -0.1 to 0.03 seconds of normalized time. 
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In accordance with the phase curve at the right bottom of Figure 3.57, 
this appears to be a good imaging interval. However, the same interval in 
Figure 3.56 indicates problems. The image is shown in Figure 3.60, with the 
generic outline indicating just orientation. The fact that this image has a very 
poor quality can be seen even from the peaks plot by considering the strong 
responses. Without further analysis, in Figure 3.61 we also show the image 
formed over an interval between those of Figures 3.58 and 3.60, from 30.4 to 
30.65 seconds (relative time -0.3 to -0.175 seconds), again with the generic 
outline indicating just orientation. The image quality is even poorer than 
that of Figure 3.60. The conclusion is that the imaging interval must be vevy 
care&lly selected when the aircra@ i~ vibrating or perhaps also flexing. We always 
use the same tools for selecting the imaging interval, but the process is more 
critical in such a difficult situation. It is evident from these examples that cor- 
rect image-time selection, even within a short observation time, makes the 
difference between being able to identify and not being able to identify an 
aircraft that is not flying smoothly. 

Crossrange (gates) 

Figure 3.60 Image from 30.8 to 30.05 seconds. 
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Figure 3.61 Image from 30.4 to 30.65 seconds. 

3.6.6 Imaging at Large Aspect Angles 

The aspect angle of a target is irrelevant for optical imaging because the 
imaging interval must be chosen so short that the target motion is frozen 
during imaging. In contrast, radar imaging uses the target motion for cross- 
range resolution. The motion compensation necessary for imaging can be 
performed only if it is possible to measure the motions of at least two scatter- 
ers, the first to remove translational motion and the second to remove rota- 
tion about the first. In both cases we must fit a polynomial or a spline 
function, and in the presence of interference from other scatterers these fits 
will not be perfect. The consequences are distortions of the responses and the 
generation of (relatively high) crossrange sidelobes, making the measurement 
of scatterer positions difficult or impossible. As the aspect angle of a slender 
target (the fuselage of an aircraft, since wings are of little use for identifica- 
tion) increases, progressively more scatterers occupy the same range cells. A 
motion compensation of adequate quality eventually becomes impossible 
because no two scatterers are sufficiently range-resolved to permit measure- 
ment of their motions with sufficient accuracy. 
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The statement that a range cell should not contain more than two 
significant scatterers needs more explanation. The practical interpretation is 
that a usable range gate must contain a wide enough crossrange interval with 
no more than two significant responses. The minimum width of the cross- 
range interval is defined by the requirement that it include enough of the 
high frequencies of the response so that the transform over the window 
retains any abrupt changes (which are to be measured) in the phase function 
of the signal. For a given range resolution, the requirement that a sufficiently 
wide crossrange interval contain only one or two significant responses 
becomes mote difficult to meet when the motion of the aircraft is erratic. 
Such a motion smears the scatterer responses in crossrange, so that the cross- 
range intervals with an acceptably low background level for placing the trans- 
form window become narrower or disappear altogether. The smearing of the 
responses may easily lead to an overlap of all the responses in the range gate. 
Hence, the motion compensation at a given aspect angle becomes more diffi- 
cult, or impossible, when the aircraft is not moving smoothly. 

A given erratic yaw variation introduces only a small phase variation for 
scatterers on the fuselage when the aspect angle is small, but becomes fully 
effective at broadside aspects. The coarser the range resolution of the system, 
the smaller is the aspect angle sector about nose-on or tail-on for which the 
system can accommodate the combined problem of range-resolving scatter- 
ers and dealing with inadvertent phase modulations from erratic target 
motion. We have repeatedly pointed out the difficulties at large aspect 
angles, emphasizing the role of high range resolution. In view of the practical 
importance of these facts of radar imaging, we now consider imaging at large 
aspect angles in more detail. 

The preceding discussion is concerned with the problem of finding two 
scatterers that permit measuring the aircraft's motion. There is another side 
of the problem that appears at large aspect angles. Because of the ineffective- 
ness of range resolution along the fuselage, we require a relatively high cross- 
range resolution, which implies a long imaging interval. The inadvertent yaw 
motion of an aircraft can easily be so rapid that the imaging interval needed 
to achieve the required crossrange resolution contains an entire yaw cycle or 
even more than one yaw cycle. However, to measure such a motion to high 
accuracy under real conditions and then fit a spline function that follows 
the variations accurately can be an unsolvable problem. Too many spurious 
responses of objectionable strengths are generated, and the genuine responses 
are distorted so much that the TSA cannot be applied. As was explained ear- 
lier, if the aspect angle is small enough so that a poor crossrange resolution is 
acceptable, we select an imaging subinterval over which the motion happens 
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to be one of constant Doppler. At large aspect angles this option does not 
exist because resolution of the scatterers on the fuselage depends on cross- 
range resolution. Hence, the larger and more erratic the inadvertent yaw 
motion of an aircraft, the smaller will be the aspect angle at which identifica- 
tion fails. 

It is clear that the problem of motion compensation and imaging at 
large aspect angles can be simplified, and imaging extended to larger aspect 
angles, if one is willing to use a radar with very high range resolution; specifi- 
cally, better than 1 ft. If the observable scatterers on an aircraft were fixed 
point scatterers, the choice of a sufficiently high range resolution would solve 
much of the problem (compensating erratic motions would still be difficult). 
However, the important scatterers are extend and some are dispersive, so that 
an increase in range resolution will cause a variety of effects such as spurious 
responses and dispersion. An image formed with very high range resolution 
might appear better to the eye, but whether it would permit accurate meas- 
urements of scatterer positions is not certain at all. In the absence of experi- 
ence with very high range resolution, we can merely state that increasing 
range resolution will facilitate the motion compensation and identification, 
but  roba ably only up to a point. 

In summary, in a given situation there will be some maximum aspect 
angle beyond which an adequate motion compensation may not be possible, 
so that no image can be formed that allows accurate measurement of scatterer - 
positions. This maximum aspect angle depends on the range resolution of 
the radar, and for a given range resolution it depends on the type of aircraft 
and its flight behavior. The limitations at large aspect angles can easily be 
of practical concern. Even though an aircraft viewed at a large aspect angle 
approaches the radar only slowly, we may still want to identify the aircraft. 

In examining the task of aircraft identification at large aspect angles, 
we first consider the problem of definitely inadequate bandwidth. Specifi- 
cally, we use data collected on a fighter aircraft by a radar with only 
300 MHz bandwidth, or a range resolution of O.5m. 

We first remove the linear range drift and then the linear Doppler drift 
of the strongest scatterer, starting with linear compensations to ensure that 
no spurious motion is introduced by curve fitting in this critical situation. 
The resulting peaks tracks are shown in Figure 3.62. Since the removal of the 
linear trends in range and Doppler is not a satisfactory motion compensation 
in general, we must refine the compensation. An examination of the figure 
shows that the track of the target peaks at the closest range (Gate -9) should 
be usable (as is often the case), as should the strong track around Range Gate 
-5. These tracks are labeled by arrows in Figure 3.62. The tracks at closer 
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Figure 3.62 Peaks tracks after linear range and Doppler compensation. 

range are sidelobes of strong target responses, which can be discerned 
from their amplitudes, not displayed in the figure. When the first peaks track 
is range- and then Doppler-compensated, we obtain the image of Figure 
3.63. Let us again explain how such an image is to be interpreted. 

We have compensated the tip scatterer, so that it is stationary, which 
implies that its response is compressed into a sharp spike in crossrange (with 
two low-level Doppler sidelobes). However, the other scatterers of the air- 
craft have residual motions, with the degree of motion increasing with dis- 
tance from the compensated tip scatterer. Since this motion generally is one 
of varying Doppler, the responses of these scatterers are typically smeared in 
crossrange. The smeared responses in each range cell superpose and generate 
an interference pattern whose peaks are given in Figure 3.63. The higher the 
degree of response smearing due to a residual motion, the larger the number 
of peaks that will be formed by smeared responses and interfering smeared 
responses of scatterers in the same range cell. Thus, the number of image 
peaks is far larger than the number of observable scatterers, and the position 
of a peak does not correspond to the position of a scatterer, except in the case 
of a strongly dominant scatterer with minimal phase-center shifting As we 
try to obtain higher crossrange resolution, the residual scatterer motions 
will be larger and more variable. The resulting spreading of the scatterer 
responses leads to an increase in the number of image peaks. Thus, the larger 
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Figure 3.63 Image after motion compensation of the first peaks track. 

the number of significant peaks in an image, the poorer the motion compen- 
sation. For positive identification of the aircraft in a large database, we must 
compensate the image such that.each scatterer generates at most one (prop- 
erly compressed) response. Individual responses must not be superposed to 
such a degree that the TSA fails. 

In our example, we must try to refine the motion compensation 
(attempt to range- and Doppler-track other scatterers, and compensate based 
on those tracks) until the requirements on image quality are met. This is 
judged from the patterns of the transforms of fixed-range image cuts through 
response peaks. If none of these compensations yields an image of acceptable 
quality, we must reduce the imaging interval by, say, a factor of two, and 
again evaluate image quality. Note that the crossrange spread of the fuselage 
in Figure 3.63, and its resolution from the wingtip and delayed duct returns, 
are sufficiently large that we can substantially reduce the imaging interval. 
The question to be considered now is whether the range resolution of O.5m is 
high enough for the case at hand; that is, for identification of fighter aircraft 
at even the moderately large aspect angle of our example. 

T o  refine the motion compensation, we start at the tip of the aircraft, 
where the scatterers are relatively sparse. Figure 3.64 gives the image cut in 
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Figure 3.64 Image cut in the range gate of the t ip response. 

the range gate of the tip response, and its transform. Examining the ampli- 
tude of the transform, the right upper curve, we conclude that the minima 
are too low for a high-quality compensation based on the phase function, but 
that the phase-slope method should work because the modulation is nearly 
periodic (two dominant scatterers). Next, we examine the performance of 
combined rangelDoppler processing for this large aspect angle. Since such 
processing is not part of our interactive software, we implement it by first 
generating a sequence of short-duration images, then using the range and 
Doppler positions of image peaks to associate peaks in consecutive images in 
order to form peaks tracks in range. Next we compensate in range, and then 
in Doppler. 

Tracks from the combined rangelDoppler processing, with a Doppler 
window length of 7% of the displayed interval, are shown in Figure 3.65 for 
the closest ranges. The slope of each segment represents the Doppler of the 
response at the particular time. We must select those segments of the lowest 
peaks track whose slopes correspond to the changing range. (Note that this is 
impossible for the "tracks" at the larger ranges in Figure 3.65.) This leads 
to the range track of Figure 3.66. The following Doppler track is given in 
Figure 3.67. The smooth variation of the residual Doppler in Figure 3.67 



Aircraft Identification 251 

Figure 3.65 Selected peaks t racks  after Doppler processing 

Figure 3.66 Range t rack  of the  t i p  scatterer. 

already is an indication that range tracking was done correctly, since other- 
wise no trackable Doppler history would be obtained. However, the quality 
of the motion compensation should always be confirmed by examining the 
transform of a fixed-range image cut in the new image. The image after this 
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Figure 3.67 Residual Doppler after the compensation in accordance with Figure 3.66. 

compensation is shown in Figure 3.68. A fixed-range image cut in the gate 
of the tip scatterer differs insignificantly from Figure 3.64; the tip is well 
enough resolved that the two methods of tracking yield equivalent results. 

In theory, having compensated the tip scatterer, we should select a sec- 
ond scatterer as far away as possible from the tip, and measure the motion of 
the second scatterer relative to the tip scatterer. As long as the aircraft is rigid 
and the direction of the rotation axis does not change, we then can suffi- 
ciently compensate the entire aircraft on the basis of these measurements. 
However, in this instance no response can be found in the entire image that 
is good enough for the motion measurement. Wherever in the rear of the air- 
craft we take a fixed-range image cut through a response peak, there are so 
many interfering smeared responses that no motion measurement is feasible. 
As an alternative, we might try to start at the compensated tip and gadually 
move the compensation along the aircraft until the tail is reached. As 
the motion compensation is shifted along the aircraft, we might be able to 
perform scatterer position measurements and compensations in a localized 
region around each compensated response. 

Starting from the tip response, the process indeed works until we reach 
the strongest response, which is the intake response. The image when 
the intake response is compensated is given in Figure 3.69. As should be 
expected, the tip response is somewhat smeared in this image because the 
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Figure 3.68 lmage after further compensation of the t ip scatterer. 
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Figure 3.69 lmage with compensated intake response. 
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motion differential between tip and intake is not one of constant Doppler. 
By comparison with Figure 3.68, we note the lower density of peaks in the 
region of the compensated intake response, as would be expected. We now 
should proceed in small steps toward larger ranges, find responses that are 
either dominant in their range gates or are competing at most with another 
strong response, and again motion compensate. It turns out that this is 
impossible. In whatever range gate we take an image cut, the interference 
situation is one that does not allow any motion compensation. It also turns 
out to be impossible to unscramble the responses by combined range/Dop- 
pler processing, because there ate too many scatterers per range gate and the 
motion is not sufficiently smooth when the phase is the yardstick. The same 
situation occurs if we examine the image of Figure 3.63, or that image after 
phase-slope compensation in accordance with Figure 3.64. It is conceivable 
that by resampling (and possibly polar reformatting) in accordance with 
the measurable motions of tip and intake, one could reduce the residual 
motion near the tail enough so that one could track a tail scatterer. How- 
ever, the small separation of the tip from the intake, and their nonpointlike 
backscattering, limit the achievable improvement in the tail area. In such 
complicated situations, the typical theoretical approach does not work on 
real data. 

As we have discussed repeatedly, when such a situation exists, the only 
remedy (for a given range resolution) is to reduce the imaging interval 
and, with it, nominal crossrange resolution. For a given residual motion the 
responses then will be less smeared, so that a motion compensation is feasi- 
ble. In the present instance, the fuselage extends over 16 range cells. If the 
significant scatterers on the aircraft were uniformly spaced along the fuselage, 
a subdivision of each range cell into somewhat more than one crossrange cell 
should be adequate to accommodate the 20 or so significant scatterers on 
an aircraft fuselage. This means that a crossrange resolution which spreads 
the fuselage over about 25 cells should be adequate. However, the important 
scatterers often occur in groups rather than being uniformly distributed, 
so that a somewhat higher crossrange resolution is needed. The requirement 
differs from one aircraft to another and can only be roughly estimated. The 
approach must be to reduce crossrange resolution in steps and try measuring 
the scatterer positions, trading nominal crossrange resolution against the 
problems of an inadequate motion compensation when the imaging interval 
is longer. In searching for a best compromise, identification is possible if 
we can find a value of crossrange resolution for which scatterer positions are 
measurable (properly compressed responses or responses analyzable by the 
TSA). If not, then range resolution is inadequate. 



In our example, the aircraft fuselage spreads over nearly 90 crossrange 
gates, which is a higher crossrange resolution than needed. Thus one can try 
to reduce crossrange resolution by more than a factor of two. This raises the 
question of whether one should return to the data of Figure 3.62, compen- 
sated based on just linear tracks, or proceed forward from Figure 3.68 
(or 3.64 or 3.69), compensated based on higher order (but still low order) 
fits. Use of linear corrections alone is appropriate for situations with severe 
enough motion that scatterers are untrackable or that their tracks have sharp 
kinks. If scatterer responses can be properly compressed with low-order fits 
(as is the case here), we make the task harder by not compensating based on 
actual tracks. 

In this case, there is only one imaging interval, from 0.2 to 0.7 seconds, 
that allows measuring scatterer positions in the resulting image. In this 
image, the fuselage extends over 16 range gates and 2 1 crossrange gates, for 
a total extent of 26 gates, barely acceptable. O n  the other hand, the same 
aircraft did not pose any problems at smaller aspect angles, with the 
same 300-MHz bandwidth; images of acceptable quality could generally be 
formed from an arbitrary one-second or half-second dwell. Thus, it appears 
that a bandwidth of 300 MHz typically will be insufficient for measuring 
scatterer positions on a fighter aircraft at this aspect angle, which is about 
60". The general shape of the image or some special features might allow dis- 
tinguishing among a few aircraft, but will not allow aircraft identification 
when the database is reasonably large. 

We  now return to data with a more reasonable range resolution of 1 ft, 
and consider imaging at large aspect angles with sufficient quality for the 
measurement of scatterer positions. Figure 3.70 shows the peaks tracks over a 
rather long interval of five seconds for a fighter aircraft, after removal of the 
constant range drift. The aspect angle is increasing from an initial value of 
63". Although the strongest peaks tracks (those in the first 20 range gates at 
any instant) are ill defined, there is a usable peaks track starting in Range 
Gate 44, indicated by the arrow. Thus, at least one response can be tracked in 
the intensity range profiles over the full five seconds. Although this is likely a 
delayed duct response, this does not matter for such an initial processing 
step. With a motion compensation based on range and Doppler tracking of 
the response, we obtain the image of Figure 3.71. As the large number 
of peaks of significant strength indicates, fixed-range image cuts show that 
the image quality is too low for the measurement of scatterer positions. 

We now must try to find two fixed-range image cuts containing 
responses whose transforms allow analyzing the scatterers' motion. If we are 
successful, we can select the best (with the smoothest motion) imaging 
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Figure 3.70 Peaks tracks over five seconds for a fighter aircraft. 
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Figure 3.71 Five-second image based on range and Doppler tracking of a response. 

interval long enough to provide the desired crossrange resolution. If the rela- 
tive Doppler of the two scatterers varies over this best interval, we must try to 
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motion compensate. Success or failure of the motion compensation is evalu- 
ated by analyzing the responses of the resulting image. If the motion com- 
pensation fails to produce an image of acceptable quality, the only remedy is 
to select a still shorter imaging interval over which the motion is smooth. If 
this leads to an image of inadequate crossrange resolution, aircraft identifica- 
tion is not possible with a range resolution of 1 ft at this large aspect angle 
and for the existing motion. 

In going through these steps, we try fixed-range cuts in the image of 
Figure 3.71, finding that the one with the lowest interference is in Range 
Gate -22. This image cut and its transform are shown in Figure 3.72. There - 
is an amplitude dip and corresponding phase variation at a time of about 
91 seconds. If this sharp phase variation is ignored, the phase represents the 
motion of the scatterer reasonably well. The polynomials used in the preced- - .  

ing range and Doppler compensations were far too inflexible to follow such a 
rapid phase variation as in the transform of Figure 3.72, so that the breaks in 
the slope of the phase function actually represent the changes in the range 
rate of the scatterer. Thus we conclude that the aircraft is undergoing a rather - - 
erratic motion, even though it may be typical. 

Relative crossrange (gates) Relative time 
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Figure 3.72 Image cut in Range Gate -22 of Figure 3.71, and transform. 



258 Theory and Practice of Radar Target Identification 

The fuselage in Figure 3.71 extends over about 130 crossrange gates, 
far more than necessary for measuring scatterer positions in a well- 
compensated image. Retaining some margin for further reducing the imag- 
ing duration, we should examine an interval of about two seconds duration, 
which should give a fuselage extent of about 50 crossrange gates. The interval 
from 92 to 94 seconds is the best available, containing slowly varying ampli- 
tude and only a single break in the phase slope. With the earlier motion com- 
pensation (based on the delayed duct return) retained, the corresponding 
image is shown in Figure 3.73. By comparison with Figure 3.71, the number 
of major responses (large dots) has decreased significantly. The aircraft fuse- 
lage indeed extends over about 50 crossrange gates, which is more than ade- 
quate. Our next step is to improve the motion compensation to where the 
image responses can be analyzed. Failing this, we must further reduce 
the imaging interval. 

With the image of Figure 3.73, we can improve the compensation 
sufficiently. We start by measuring the rangelcrossrange position of a well- 
compensated response. (Generally, this is the reference scatterer used for 
compensation, but when a delayed response has been compensated, one 
starts with the corresponding direct response-in this case, the intake.) Then 

c 
-20 0 20 40 

Crossrange (gates) 

Figure 3.73 Image from 92 to  94 seconds. 
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we take a fixed-range image cut through a major response in the vicinity, 
applying the TSA to determine whether it is a response from one or two 
scatterers. After finding a response from a single scatterer, we compensate in 
accordance with the phase function of the transform. In this manner we pro- 
ceed over the entire aircraft, compensating and measuring the rangelcross- 
range positions for the scatterers associated with the responses (incorporating 
the different compensations into the position measurements, to produce 
positions in a common coordinate system). We ignore the minor responses 
in the process, since they are most likely spurious responses from the imper- 
fect motion compensation. With this type of processing, we can indeed make 
use of the image of Figure 3.73, which has adequate crossrange resolution. 
The aspect angle at the center of the imaging interval is 67'. We note that an 
alternative is sometimes available to a succession of compensations. If we can 
track two scatterers separated by a good fraction of the fuselage, and if the 
aircraft motion is two-dimensional, we can resample and polar reformat the 
data, so that all position measurements can be made in a single image. 

Now we try the same imaging somewhat later in the flight, where the 
initial aspect angle is 77O, or only 13' off broadside. With the same process- 
ing steps and an imaging interval of two seconds, we obtain the image of 
Figure 3.74. In this image, it is impossible to shift the motion compensation 
by taking the transforms of fixed-range image cuts and compensating with 

-20 0 20 40 
Crossrange (gates) 

Figure 3.74 Image from 100 to 102 seconds. 
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their phase functions. For example, the image cut over the line in Figure 3.74 
has the appearance of Figure 3.75. There is no way in which a transform win- 
dow can be placed so that the transform gives a meaningful phase function. 
With the selection (based on transforms of other fixed-range cuts) of a 
suitable shorter imaging interval of 1.3 seconds, we obtain the image of 
Figure 3.76. The two strongest responses in this image (largest dots) both are 
well compensated, and so are others. However, when we take an image cut of 
the kind shown in Figure 3.74, it is similar to that shown in Figure 3.75. 
Crossrange resolution is inadequate to measure scatterer positions. Practi- 
cally, it makes no difference whether accurate measurements are impossible 
because the responses are distorted, as in the case of the longer imaging inter- 
val, or whether undistorted responses are too closely spaced, as in the case of 
the shorter imaging interval. The conclusion is that we cannot form an image 
of adequate quality at the aspect angle of almost 80" under the existing 
conditions. 

We have used the designation "large aspect angles," and demonstrated 
that range resolution determines at how large an aspect angle one can iden- 
tify a small aircraft. In our example of an image with still adequate quality, 
the aspect angle was 67O, but near 80' the problems proved unmanageable. 
How about imaging at broadside? For the type of aircraft we have used in our 

Relative crossrange (gates) Relative time 

Figure 3.75 Image cut and transform. 
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Crossrange (gates) 

Figure 3.76 Image from 100 to 101.3 seconds. 

examples, and with a range resolution of 1 ft, near broadside it has proved 
totally impossible to generate an image with the quality needed for identifica- 
tion. One might compensate some dominant scatterer rather well, but other 
scatterers do not stay within single range gates. Yet these scatterers cannot 
be properly compensated because there are too many other scatterers in the 
same range gates. It is clear that better range resolution than 1 ft should be 
available for identification of a fighter aircraft near broadside. 

The preceding conclusions with respect to aircraft identification near 
broadside are rather negative. However, they were made on the basis of the - 
specific processing procedures we have illustrated, which attempt to use the 
minimum observation time. It is dangerous to conclude generally that some 
problem is unsolvable. To demonstrate this fact, we now consider identifica- 
tion of the same aircraft almost directly at broadside, using the 500-MHz - 
data. However, we employ a relatively long observation time. We have not 
processed enough data to know whether the method will give the desired 
results in general, because performance depends heavily on the flight behav- 
ior of the aircraft. 



262 Theory and Practice of Radar Target Identification 

Figure 3.77 shows the sequence of range profiles as the aircraft 
approaches broadside, without any motion compensation. Broadside for the 
flight path, rather than the fuselage, is reached when the range no longer 
changes, which is at about 105.4 seconds. Since the aircraft executes inadver- 
tent yaw maneuvers, and also because the features that generate broadside 
flashes are not all oriented parallel to the centerline of the aircraft, these 
flashes start earlier and end later than the time at which the flight path is 
viewed at broadside. We do not want to process in the region of these flashes. 
We have explained the difficulties with Doppler resolution at broadside, 
independent of flashes. A short flash generates a Doppler spectrum with a 
width equal to the reciprocal of the flash duration, which further degrades 
Doppler resolution of the responses. On the basis of Figure 3.77, we do not 
want to try to identify beyond the time of about 104.2 seconds, where the 
first flash starts. 

Figure 3.77 Range profiles near broadside. 
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Let us assume that the aircraft can be observed from 102 to 104.2 sec- 
onds, a relatively long observation time of 2.2 seconds. If there were no iden- 
tification problem at broadside, one could accumulate a short section of data, 
motion compensate, form an image, and measure the crossrange spread of 
the aircraft. This would be done in steps until the aircraft's spread in cross- 
range gates corresponded to the desired crossrange resolution. O n  a small 
fighter aircraft we might want at least about 30 to 40 crossrange cells. When 
the observation time became long enough to give this crossrange resolution, 
we would stop collecting data and identify the aircraft. Because of the prob- 
lems at broadside, the process must be extended. When enough data have 
been collected to give the desired crossrange resolution, we try to generate an 
image of sufficient quality (one whose responses can be analyzed with the 
TSA). If the aircraft has (even small) inadvertent yaw motions, it is unlikely 
that we will succeed. Then we shift the starting time of the imaging interval 
by a fraction of the imaging interval, collect more data to offset the delayed 
start, and again examine whether the image quality is adequate. In this man- 
ner, we shift the imaging interval in time until we succeed. This is why the 
process is inefficient in observation time, which may have to be significantly 
longer than the imaging interval. 

Figure 3.78 gives the peaks track over the interval from 102 seconds 
to 104.2 seconds (where the flashes begin), with the linear range drift of 

Time (sec) 

Figure 3.78 Peaks tracks from 102.0 to 104.2 seconds. 
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Figure 3.77 removed. The lowest arrow indicates a good peaks track starting 
in Range Gate -1, but even a crude image shows that the scatterer is on a 
wing. The highest arrow indicates another reasonably good peaks track start- 
ing in Range Gate 13, but the scatterer also is on a wing. The peaks tracks 
from the fuselage scatterers are between these two tracks, and they are expect- 
edly poor. Nevertheless, by fitting a quadratic polynomial we still can track 
the peaks track starting around Range Gate 8, indicated by the middle arrow. 
On the other hand, in an operational system we do not want to collect data 
over such a long observation time, because we might obtain a good image 
early in our search process. However, if only the first part of the peaks track 
around Range Gate 8 were available, it could not be tracked with sufficient 
accuracy. Thus we must rely on tracking a scatterer on the wing, even though 
the wing motion may be different than the motion of the fuselage. 

When the peaks track starting in about Range Gate -1 in Figure 3.78 
is compensated, the residual motion is shown by the Doppler track of 
Figure 3.79. This track varies too erratically to expect a good image after the 
Doppler compensation. The actual image is shown in Figure 3.80. Taking a 
transform of the fixed-range image cut through the tip response, we find that 
the tip scatterer drifts so much in range that its response is observable only 
over a small part of the 2.2-second interval. The responses of this image are 
so poorly resolved that none can be tracked. Thus, there is no way in which 

102.0 102.2 102.4 102.6 102.8 103.0 103.2 103.4 103.6 103.8 104.0 
l i m e  Isec) 

Figure 3.79 Doppler track of the wing scatterer. 
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Figure 3.80 Image after range and Doppler compensation of the wing scatterer. 

the image can be further compensated to give a final image in which scatterer 
positions are measurable. However, with a crossrange spread of the image of 

- - 

roughly 100 gates, we can reduce the imaging interval by about a factor of 
three, from 2.2 seconds to about 0.7 seconds. 

Since the motion compensation was performed on a wing scatterer but 
we want to compensate the fuselage, the Doppler variation of the track in 
Figure 3.79 may not be significant. However, the times at which the Doppler 
track abruptly changes slope may be correlated with the times at which the 
fuselage has motion discontinuities. Indeed, one finds that the best image 
quality is obtained when the imaging interval is confined to the intervals 
where the Doppler track in Figure 3.79 is nearly linear. If one shifts the 
imaging interval in steps, as would be done in an automated system, one 
finds that the only usable image can be generated over the time interval from 
103.5 to 104.2 seconds. By selecting this time interval and compensating 
the Doppler track of Figure 3.79 over that interval, we obtain the image of 
Figure 3.8 1. 

This image is analpable in the sense that the transforms of the - 
responses give satisfactory approximations of the TSA patterns. Since the 
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Figure 3.81 Image from 103.5 to 104.2 seconds. 

motion compensation was performed in the wing area, the quality of 
the TSA patterns decreases as one approaches the tip of the aircraft. The 
quality can be improved by phase-compensating near the tip, if possible. In 
the case of the image of Figure 3.8 1, such a phase compensation can be per- 
formed on the third response from the right. It  is also interesting that the 
quality of the image, in particular near the tip, degrades noticeably if the end 
of the imaging interval is shifted by just 0.1 second to 104.3 seconds, where 
in accordance with Figure 3.77 a flash already starts building up (probably 
near the nose, from the shape of a fuselage). The image quality also degrades 
if the imaging interval starts earlier by 0.1 second, so that more of the bend 
of the Doppler track in Figure 3.79 is included (the section from 103.4 to 
103.5 seconds). 

3.6.7 The Special Case of Zero Aspect Angle 

We have pointed out that aircraft identification is relatively easy at the 
smaller aspect angles, because then range resolution is very effective in 
subdividing the fuselage into cells. When the flight of the aircraft is steady 
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(without inadvertent yaw motions) and the aspect angle is small, we encoun- 
ter crossrange resolution problems. Resolving delayed duct returns from the 
fuselage returns becomes difficult, but it can be done unless the aspect angle 
is very small. In  that case, the delayed duct returns become quite weak and 
there is no need to resolve them. O n  the other hand, if an aircraft is observed 
at or very close to zero aspect angle, another effect appears. The various fixed 
engine stages then can give very strong returns, and when the aircraft is fly- 
ing without significant yaw motions, crossrange resolution is unavailable for 
resolving the engine stage returns from the fuselage returns. One might think 
that this means that identification must be based solely on a range profile 
containing strong engine stage returns that cannot be discriminated from 
fuselage returns. 

It is worthwhile to point out again that, more precisely, this lack of 
crossrange resolution occurs when the aircraft to be identified is on a colli- 
sion course with the radar platform. Thus, this particular problem can be 
avoided if the radar platform moves off a collision course for identification 
purposes. The radar then effectively generates a SAR antenna. Such a cir- 
cumvention of the zero-aspect-angle problem is possible when the radar is on 
an aircraft, but not when it is on the ground or on a ship. Even though a ship 
may move, its motion is too slow to generate a SAR antenna of useful length. 
Thus, when an aircraft is headed directly toward the radar that is to identify 
the aircraft, a special problem exists. Evidently, this case is of considerable 
practical interest. 

Although, for constant aspect angle and a smooth flight, no crossrange 
resolution is available to discriminate the engine stage returns from the fuse- 
lage returns, crossrange resolution does allow one to identify the high- 
Doppler returns from the rotating blades of the engines. Even when the radar 
uses a waveform that suppresses the jet engine modulation UEM) returns, 
there are sufficiently strong residuals to identify the range gates that contain 
the JEM returns. We can then discard the engine-stage responses in these 
gates of the range profile (or use them for identification if the positions of the 
engine stages are known), and utilize only the remaining responses for air- 
craft identification. Although this amounts to identification via range pro- 
files, crossrange resolution is essential for determining which of the responses 
of the range profile come from the fixed engine stages. (Note, however, that 
the inadvertent yaw motions of an aircraft can easily be large enough to pro- 
vide crossrange resolution even at zero aspect angle.) 

The delayed returns from the rotating blades can he used for a differ- 
ent purpose. As the aspect angle increases from zero, at some point the direct 
returns from the fixed engine stages disappear and strong delayed duct 
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returns start spreading in range. When the aspect angle is large enough, these 
delayed duct returns can be resolved in crossrange from the fuselage returns. 
However, there is a transition region where crossrange resolution is not yet 
feasible and the delayed duct returns already extend beyond the response 
from the tail of the aircraft. This makes it difficult to decide where the air- 
craft ends, information that is not essential for aircraft identification, but 
is helpful. By noting the range distributions of the strength and number 
of delayed returns from the rotating blades, we can more reliably determine 
which response in the range profile is from the end of the aircraft. This topic 
is further treated in the following section, for tail-on aspects of an aircraft, 
where delayed duct returns are more difficult to deal with than for nose-on 
aspects. 

As a side issue, an image at nose-on aspect is so easy to understand that 
we use one to demonstrate spurious responses due to phase-center wander of 
a scatterer. Figure 3.82 shows an image of a fighter aircraft at nearly exactly 
zero aspect angle, formed over an interval of two seconds. The image was 
generated by range and Doppler tracking of a scatterer. In addition, the 
response at the closest range was phase compensated. This produced a perfect 

Figure 3.82 Nose-on image of a fighter aircraft, two-second imaging interval. 
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compression of not only the first response in the image, but also of the 
responses in Range Gates -26 and -20. O n  the other hand, in the range gate 
marked by the line we find four response peaks. We  know that the aircraft 
fuselage is not that wide at this point. The line is in the range gate of the 
radar, which is a scatterer with an unstable phase center. The corresponding 
image cut is shown in Figure 3.83. Note that the transform of the image cut 
has an amplitude function that, aside from the modulation, is strong over the 
entire interval. The spreading of the response thus is not due to a specular 
flash. Such a case is illustrated in Figure 3.84, which gives the image cut and 
transform through the group of responses in Range Gate 17. In this case the 
signal is strong only over the last third of a second, so that the image response 
must be correspondingly wide. 

We now generate an image under the same conditions, but using only 
the central one second of the two seconds of Figure 3.82. This image is 
shown in Figure 3.85. Again, the responses in front and behind the radar 
are sharply focused. The image cut over the indicated interval is shown in 
Figure 3.86. By comparison with the top left part of Figure 3.83, the 
response now is much simpler and spread over many fewer crossrange gates. 
Note that the phase function of the transform in Figure 3.86 has a kink, even 
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Figure 3.83 Image cut  and transform over the interval marked in Figure 3.82. 
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Figure 3.84 lmage cut and transform for the end of the horizontal stabilizer. 
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Figure 3.85 lmage with halved imaging interval. 
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Figure 3.86 Image cut and transform over the interval indicated in Figure 3.85. 

though the phase functions for the responses in front of and behind the radar 
response were verified to be straight (aside from the inevitable minor modu- 
lations). 

We generated another image, with a further halving of the imaging 
interval to 0.5 seconds. The new image is shown in Figure 3.87. The image 
cut and transform for the indicated interval are shown in Figure 3.88. As 
implied by the relative half-power width of 0.920, the response is almost per- 
fectly compressed. The phase function of the transform has variations, but at 
about 0.1 cycles they are too small to smear the response significantly. Note, 
however, that the marked response in Figure 3.87 is shifted to the left from 
the center of the fuselage. Thus, although the nonlinear component of the 
phase-shift wander is too small to smear the response, a significant linear 
component is effective even over the short imaging interval of 0.5 seconds. 
This example clearly demonstrates that the achievable crossrange resolution 
is limited due to phase-center wander effects, even if one could compensate 
the motion over longer intervals without generating objectionable spurious 
responses. 

As an interesting point, the intensity image of Figure 3.82 (at almost 
exactly zero aspect angle) is unique in that it approximates an optical type 
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Figure 3.87 lrnage with further halving of the imaging interval. 
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Figure 3.88 lrnage cut and transform for the interval in Figure 3.87. 
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image. It would allow shape recognition in the cases when aircraft do not 
have very similar shapes. One reason for the appearance of the image is 
the absence of any significant shadowing Also, the specular flashes from 
the lagging straight edges of the horizontal stabilizer generate these edges in 
the image, and to a lesser degree we also see the lagging edges of the wings, 
which are not exactly at right angles to the centerline of the fuselage. Another 
contributing factor is that the dynamic range of the responses is not as large 
as at other aspect angles. For example, if some air inlet on the fuselage is illu- 
minated at a glancing angle, its cross section is not so much larger than those 
of simpler discontinuities that their responses are masked. This is to say that 
in this special case the image of the small discontinuities is not completely 
masked by the responses from the cavity-type scatterers. However, it is a sin- 
gular situation. 

3.6.8 The Special Case of a 180" Aspect Angle 

When an aircraft is viewed exactly tail-on, the situation is similar to when it 
is viewed exactly nose-on, but there is an important difference. In both cases 
the delayed duct returns become quite weak, so that they pose a lesser prob- 
lem than at aspect angles not so close to nose-on or tail-on. However, a dif- 
ference arises from the streamlined shape of an aircraft, in particular a fighter 
type aircraft. The fuselage of such an aircraft widens with distance from the 
tip until about the end of the cockpit. For nose-on views there is little shad- 
owing of scatterers in the rear of the aircraft. In contrast, when the aircraft is 
viewed tail-on, scatterers toward the front of the aircraft will be shadowed, at 
least optically. We now show that this does not pose a major problem. 

Figure 3.89 shows the image of a fighter aircraft viewed nearly tail-on. 
The aircraft is flying in a loop with a diameter of about 6 km. The image was 
generated by range and Doppler tracking one of several trackable scatterers. 
The delayed duct returns are quite weak, but so are the returns from the 
shadowed part of the aircraft, if they are present at all. At least by eye, we can- 
not distinguish the delayed duct returns from any weak scatterer returns that 
might be present. For a better illustration, Figure 3.90 shows the amplitude 
part of an image cut along the centerline of the fuselage. Starting from nega- 
tive range gates, the responses are strong up to about Range Gate 0, after 
which they drop sharply. The question is, are the weak responses in the posi- 
tive range gates true scatterer responses or weak delayed duct returns? 

A comparison of the image with the actual aircraft shows that the 
amplitudes of the responses drop at about the end of the cockpit, beyond 
which the aircraft narrows so much that the fuselage is totally shadowed 
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Figure 3.89 Image of an aircraft viewed nearly tail-on. 
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Figure 3.90 Image cut along the centerline of the fuselage. 



optically for a true tail-on view. However, an analysis of the individual 
responses and comparison with the database used for angles farther off 
tail-on shows that, over the entire front part of the aircraft, the same scatter- 
ers are observable in Figure 3.89 as at the other aspects. The only explanation 
is that, because of the smooth design of an aircraft fuselage, the radar wave 
travels along the fuselage and is reflected by the discontinuities. For example, 
we observe responses from the back of the pilot's seat, antennas under the 
cockpit, the radar, and the base of the metallic radome tip. Hence, there is no 
need to attempt identification without use of the important scatterers on the 
front part of the aircraft. As discussed subsequently, this is quite important. 

Suppose we could not utilize the weak scatterers at the front part of the 
aircraft. In Figure 3.89, we would then have available only the responses 
between Range Gate -29 (not on the fuselage) and Range Gate -2. How- 
ever, the strong responses bunched about the tail of the aircraft are of little 
use, because at least some of them are spurious responses caused by the 
exhaust. Although an analysis shows that some of these responses are genu- 
ine, it appears to be too difficult to use these responses selectively for identifi- 
cation. Thus, we must exclude the set of strong responses, so that the number 
of usable responses decreases even further. The conclusion is that we must 
make use of the weak responses from the (optically) shadowed front part of 
the aircraft. The positions of these responses can be utilized regardless of 
whether or not the equally weak, or even weaker, delayed duct responses are 
present. Nevertheless, identification performance will improve if it is possible 
to discriminate the duct responses, effectively eliminating them. 

We now show that such a possibility indeed exists. However, since we 
have not tested the method on a variety of aircraft at tail-on aspects, the dis- 
cussion is to be taken primarily as an illustration of the type of expert system 
approach necessary to solve such problems. 

One would expect that genuine responses from scatterers would have 
characteristics different from delayed duct responses. In what way should 
the characteristics differ? It appears quite hopeless to consider the scattering 
mechanism in the complicated structure inside an engine duct with the vari- 
ous compressor and turbine stages. Rather, the only practical approach is to 
examine the responses and try to detect a distinct difference between genuine 
and spurious responses. T o  this end, we took the usual 18 image cuts spread 
over 180°, and examined the structure of the responses in the image cuts. 
What we found was the following. If one takes an image cut at 120' through 
one of the delayed responses, as shown in Figure 3.89, one obtains the 
smeared response in Figure 3.91, instead of a sharp response. One might sus- 
pect the effect to be caused by the responses of Figure 3.89 above the one 
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Figure 3.91 120" lmage cut and transform through a delayed response. 

through which the image cut was taken, but their crossrange separations 
of 1.5 and 3 gates from the cut are too large. In fact, when the direction of 
the image cut is changed from 120' to 60°, symmetrical with respect to 
the vertical axis, the response remains sharp. Further image cuts show that 
the response is smeared for image cuts within a sector of about 30' centered 
on 120'. Precisely the same smearing occurs for the two responses above 
the one marked in Figure 3.89, but not for the responses below the one 
marked. 

The suggested conclusion is that the delayed responses can be discrimi- 
nated by searching for this smearing effect. If we take the first response from 
the top for which the smearing does not occur, in Range Gate 19.5, and cal- 
culate the range separation from the bottom response, in Range Gate -26, 
we obtain the length of the aircraft with an error of 1%. Here we assumed, 
evidently correctly, that for this aspect angle the tip response comes from the 
base of the metallic radome tip. As implied in an expert system approach, 
these measurements would have to be repeated on a variety of aircraft, possi- 
bly with some adjustments or refinements, before they can be accepted for 
the discrimination of delayed responses. 



3.6.9 Imaging and Identification of Large Commercial Aircraft 

This chapter essentially addresses the imaging and identification of small 
military aircraft, primarily jet fighters, which is the most difficult part of the 
general problem of aircraft identification. We  have shown that it is necessary 
to generate images of a quality that permits the measurement of at least the 
positions (and characteristics, if possible) of the dominant scatterers, such as 
wave-trapping features and antennas. Identification based on shape recog- 
nition is generally impossible. If we can measure one or the other feature 
related to aircraft shape, we will use it, but we cannot depend on shape fea- 
tures for reliable identification. 

The situation is reversed for large commercial aircraft. Instead of a lim- 
ited number of wave-trapping features and antennas distributed over much 
of the aircraft, whose strong responses mask the weak ones that would define 
the shapes of fuselage, wings, stabilizers, and so forth, we obtain a multitude 
of weaker responses that do let us recognize wing edges and the like. O n  the 
other hand, such aircraft have few of the wave-trapping features and anten- 
nas. Thus we must primarily rely on the features related to aircraft shape, 
including engine locations. This also implies that we must recognize the gen- 
eral type of aircraft from its image, and adapt our processing and identifica- 
tion procedures to the case on hand. It is a further indication that target 
identification requires a high degree of adaptivity. Although the same 
approach to imaging must be used for commercial aircraft as for small mili- 
tary aircraft, every step in the process is much simpler. Thus there is no need 
to illustrate the motion compensation steps that lead to a good image. 
Instead, we show examples of images that support our point about the identi- 
fication of commercial aircraft. 

Figure 3.92 shows the image of a commercial aircraft, with only the 
standard motion compensation. Phase modulations in the transforms of 
fixed-range image cuts through individual responses indicate slight yaw and 
roll motions, but this does not affect the peaks plot noticeably. Individual 
parts of the aircraft could be readily compensated if measurements were to be 
performed on the responses themselves. Aside from the good definition of 
the fuselage, one can recognize the wing as well as the horizontal stabilizer. 
Delayed engine returns (indicated by the vertical arrow) are apparent in 
Crossrange Gate -2, with the wing-mounted engine generating a strong 
response in Crossrange Gate 9 (indicated by the horizontal arrow). A similar 
image of another commercial aircraft is shown in Figure 3.93. The same type 
of features can be recognized as in Figure 3.92. As indicated by the delayed 
engine returns, the aircraft also has wing-mounted engines. Figure 3.94 
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Crossrange (gates) 

Figure 3.92 Image of a commercial aircraft. 

-50 0 50 
Crossrange (gates) 

Figure 3.93 Image of a commercial aircraft. 
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Figure 3.94 Image of a commercial aircraft. 

shows the image of yet another commercial aircraft, with similar charac- 
teristics as for the two preceding images. The conspicuous difference is the 
absence of delayed engine returns in the wing area, but such returns can be 
seen in the rear of the aircraft, with associated strong responses. 

The preceding images were taken at fairly large aspect angles, which are 
more problematic than the smaller angles. As another example, in Figure 3.95 
we show the image of a commercial aircraft at a smaller aspect angle. As in 
the previous three images, the vertical arrow indicates delayed returns and 
the horizontal arrow indicates an engine intake. The diagonal arrow indicates 
Doppler-shifted returns from the engine blades. The shape-related features 
are most recognizable. In addition, the effects of yaw and roll are so small at 
the smaller aspect angle that the prominent responses stand out in the image 
even though again only the standard motion compensation was used. These 
responses represent the features that can be used for identification in 
addition to the shape-related features. In generating images in which the 
prominent responses are so well compressed that positions and characteristics 
of the associated scatterers can be measured, we use the same procedures as 
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Figure 3.95 Image of a commercial aircraft at a smaller aspect angle. 

discussed for jet fighters. In particular, we select the best subinterval for 
imaging. 

Imaging the same aircraft when it is banked gives equally good results. 
Such an image is shown in Figure 3.96, with the clip level set very low to 
enhance the outline. The most distinctive feature for this aircraft is the ele- 
vated horizontal stabilizer, but this would not be recognizable if the aircraft 
were not banked. We note that, in contrast to the previous images, the 
Doppler-spread engine returns are more useful for locating the engine than 
the delayed returns are. The motion of the aircraft is so smooth that the 
image has reasonably well compressed responses. If we investigate the phase 
functions of the transforms we can select a somewhat better imaging subin- 
terval, reducing the imaging interval to 40% of that of Figure 3.96. 

As a last example of how good an image of a commercial aircraft can be, 
in Figure 3.97 we show the image from yet another aspect, with a beautiful 
definition of the wing. The Doppler-spread engine returns are not confined 
to the range gate of the engine blades, but also appear as delayed returns. An 
examination of the stronger responses shows that those away from the center 
of the aircraft are not quite sufficiently well defined, so that we should select 



Figure 3.96 Image when the aircraft is banked. 

Crossrange (gates) 

Figure 3.97 Image of the aircraft at another aspect. 
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another subinterval for imaging, as done with the other images. Alterna- 
tively, we could track an unfocused response, then use its differential motion 
relative to the compensated scatterer to resample and polar reformat the data. 
We note that we have never seen images from fighter aircraft that were 
so well defined. An identification system solely for commercial aircraft 
would apparently be much simpler than one that can handle military aircraft 
as well. 

ldentification of Large Planes 

The class of large planes encompasses, in addition to commercial aircraft, 
military cargo planes and bombers. Although we did not investigate large 
military planes, there is little reason to expect any significant difference rela- 
tive to large commercial planes. Bombers might have a few more of the 
prominent features, but this will only change the relation between the 
number of shape-related features and prominent scatterers. The shape-related 
features are used as discussed in Section 3.4.1, and the prominent scatterers are 
used as illustrated for fighter aircraft in the earlier parts of Section 3.6. 

3.6.10 Section Summary 

Since aircraft do not fly smoothly, achieving the desired crossrange resolu- 
tion is often difficult or impossible, and each step after the crude range and 
Doppler centroid compensation must be checked before proceeding Range 
and Doppler compensations must be done with smooth, slowly varying 
fits to the tracked motion. The acceptability of range and Doppler scatterer 
compensations is determined by measuring the constancy of the amplitudes 
of transforms of windowed fixed-range image cuts through the compensated 
and other responses. 

If a compensation is acceptable for a particular response, the phase 
function of its transform gives its residual motion. Discontinuities in the 
phase slope indicate jerky motion, which must be excluded from the imaging 
interval. 

The image should be formed by measuring the motions of two well- 
separated fuselage responses, then choosing the longest interval that does not 
contain a phase-slope discontinuity for either response. Figure 3.17 gives an 
adaptive procedure for determining the correct interval. 

Reducing the imaging interval (and nominal crossrange resolution) in 
order to improve the motion compensation and the resulting image quality is 
necessary so that the TSA can be used, and the inherent resolution capability 
realized. 
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The section illustrates the various motion compensation steps and 
checks in detail, including special cases. It also demonstrates how much 
easier it is to image commercial aircraft than jet fighters. For large aircraft, 
shape-related features become more important for identification. 

3.7 Example of Positional Match for a Correct and Incorrect 
Aircraft 

Recall that we distinguish between the special features of an aircraft whose 
significance is known, such as the length or number of engines, and those 
features for which we can measure only position and perhaps extent. The 
inputs for the identification process thus are the results of the positional 
match and whatever special features can be extracted from the image. In this 
section, we demonstrate the power of the positional match alone to discrimi- 
nate between the correct and the incorrect aircraft. We show the results of 
matching measurements from images of two very similar aircraft to predicted 
feature positions for the two aircraft. The matches of the measured feature 
positions to the correct aircraft are much superior to the matches to the 
incorrect aircraft, indicating highly effective discrimination. 

We choose a relatively difficult case for this illustration. Both aircraft 
are jet fighters and hence so small that high resolution performance should 
be provided. The aspect angle is 57" off nose-on, which implies that range 
resolution is not very effective on the fuselage (as stated earlier, identification 
is most difficult at the broadside aspect). Range resolution is relatively high 
at 1 ft, but crossrange resolution is only 12.5 ft. Since the radar frequency 
is X-band, the aspect angle change utilized for crossrange resolution is only 
0.24". In addition to requiring only a short dwell, the motion compensation 
can be fairly simple. Despite the large aspect angle, the images have strong 
delayed duct returns from the fixed engine parts, so that the engine intakes 
can be reliably identified in the image. 

T o  summarize the procedure, the position measurement algorithm 
estimates errors for the scatterer positions, depending on the interference for 
each response. We  also introduce uncertainties in the predicted scatteret 
positions, depending on how well one can determine these from diagrams 
and photographs of the aircraft. A computer program then translates and 
rotates the set of measured points relative to the set of predicted points, and 
varies the scale of the crossrange axis until a best fit is obtained. The program 
calculates a probability that the two sets of positions correspond to the same 
aircraft, on the basis of the match. 
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The results of the positional matching procedure are shown in 
Figures 3.98 and 3.99 for the case when no response is identified as coming 
from a particular feature. In Figure 3.98 we match the measurements of air- 
craft A to the correct aircraft, and in Figure 3.99 we match them to the incor- 
rect aircraft, aircraft B. The crosses represent the measured feature positions, 
and the letters give the predicted locations of the observable features on the 
aircraft. The calculated Bayesian probabilities differ by a factor of lo4. As 
stated above, since we can detect the delayed duct returns, we can force a 
match between the measured response from the intake and the intake in the 
predicted database. However, the match of Figure 3.98 is already so much 
better than that of Figure 3.99 that the improvement from fixing this point is 
insignificant. 

The results of matching the measured positions of aircraft B (at the 
same aspect and resolution as the measurements for aircraft A) to the pre- 
dicted feature positions of the two aircraft are shown in Figures 3.100 and 
3.10 1. The positional match again was performed without utilizing the fact 
that we can identify the intake from the delayed duct returns. The Bayesian 
probabilities differ by a factor of over 600. When we utilize the fact that 
we know which of the responses represents the engine intake, the match of 

Figure 3.98 Positional match  w h e n  no  feature is  fixed, co r rec t  aircraft.  
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Figure 3.102 is obtained (the match for the correct aircraft is essentially 
unchanged). The Bayesian probability has decreased by two orders of magni- 
tude, from 1.59 x to 1.85 x The latter factor thus gives the differ- 
ence in the probabilities between matching to the correct and incorrect 
aircraft when we utilize the knowledge of the specific response that represents 
the intake. Even more illuminating than these numbers is the match in 
Figure 3.102 between the crosses and the letters, which is extremely poor. 

3.8 Procedure for Automated Aircraft Identification 

5 6 7 a l1 u H O O ~  

Crossrange 

Ui 

+ 
I 

t 

+ H 

&F 
5 i 

J t  
t 

+ O c 
1 : A  

I I I I ~ I l I I ~ I I I I ~ I I I I ~ I I I l ~ l I I I [ l l I I ~ I I I I ~ I I I I ~ I I I I ~ I I I I ~ I I I I  

In this chapter we discussed the important topics related to aircraft identifi- 
cation, with examples of how the measurements providing the inputs to 
identification are performed. In this section, we will in summary fashion 
describe the way in which these procedures can be organized into a system 
that performs aircraft identification fully automatically. 
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3.8.1 Step 1: Data Collection 
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The radar starts tracking an aircraft in order to identify it, providing a 
sequence of range profiles to the processor for identification. The processor 
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Figure 3.100 Match between the data of aircraft B and the predicted positions of air- 
craft B. 
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also obtains the tracking information that gives the approximate aspect angle 
of the aircraft, which includes whether the aircraft is approaching or reced- 
ing. As soon as range profiles have been collected over some minimum time 
interval, on the order of 0.1 second, the processor forms an image with the 
use of the standard motion compensation (range tracking of the entire air- 
craft followed by Doppler tracking of the entire aircraft). This image is ana- 
lyzed to answer the following questions: Are the wingtip scatterers resolved 
from the fuselage scatterers in the same range gates? For an approaching air- 
craft, are the delayed engine or intake duct returns adequately resolved from 
the fuselage scatterers in the same range gates? (Here the criterion is that we 
may sacrifice up to 10% of the length of the fuselage, due to masking by 
delayed duct returns, but no more.) For a receding aircraft, are the multiple 
delayed engine or exhaust returns adequately resolved from the fuselage 
scatterers in the same range gates? (Again, we might sacrifice 10% of the 
fuselage due to masking.) Finally, does the fuselage extend over at least 
20 rangelcrossrange resolution cells? 

As long as the answer to any of these questions is no, the radar keeps 
collecting data on the aircraft. The processor keeps forming and evaluating 
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images as the length of the interval over which data are collected increases in 
steps of 50%. As soon as an image is formed that has sufficient crossrange 
resolution as defined above, the radar is instructed to keep collecting data 
until the total interval over which data have been collected is doubled. Data 
thus are collected over an interval twice as long as the minimum usable inter- 
val needed to resolve wingtip and delayed duct returns, and to provide suffi- 
cient resolution on the fuselage. 

3.8.2 Step 2: Compensation and Selection of the Imaging Interval 

The processor forms an image from the range profiles that were collected, 
using the standard motion compensation. The processor selects a prominent 
fuselage response near the compensated point in this image, takes a trans- 
form of the image cut in the range gate of the response, and analyzes the 
amplitude and phase function of the transform. If the amplitude function 
shows an extended drop to the background level, the processor goes back to 
the range profiles, and range tracks and then Doppler tracks a prominent 
peak in the range profile. A new image is formed after this track. If the trans- 
form amplitude for the (windowed) fixed-range cut through the compen- 
sated response is not sufficiently constant that the transform phase 
corresponds to residual scatterer motion, the compensation is likely poor. In 
such a case, we switch the range and Doppler track to another scatterer. If the 
amplitude of the transform of a fixed-range image cut in the first (standard 
motion compensation) image does not show an extended drop to the back- 
ground level, the peak tracking is omitted. 

The processor now has found a prominent response, if necessary by try- 
ing different choices, whose transform has a sufficiently constant amplitude 
function for the phase function to describe the residual motion of the scat- 
terer. The phase function then is examined to determine whether there are 
one or more breaks in the phase slope, and whether the phase function is 
linear or curved. The same analysis is performed on a second prominent 
fuselage scatterer that is as far separated in range from the first scatterer 
as possible, with the difference that for the second scatterer we can accept a 
transform amplitude that has the modulation introduced by two interfering 
scatterers. In the latter case the processor performs phase-slope tracking and 
generates the phase function of the dominant scatterer from the succession of 
phase slopes. However, if a scatterer is so far separated that the amplitude test 
shows that it drifts out of the range gate, a closer scatterer is selected. The 
processor compares the phase functions of the transforms for the two scatter- 
ers, and determines whether there is a phase-slope break within the entire 



interval over which data have been collected. If not, the maximum imaging 
interval is the data collection interval. If there are phase-slope breaks in the 
two phase functions, the processor determines the longest common interval 
without a phase-slope break. This shorter interval then becomes the maxi- 
mum imaging interval. 

If the presence of phase-slope breaks forces the selection of a shorter 
imaging interval, the processor reduces the original imaging interval and gen- 
erates an image over the shorter interval, retaining the compensation used 
for the longer interval. Next, the processor checks whether the wingtip and 
delayed responses are sufficiently resolved from the fuselage responses, and 
whether the fuselage extends over at least 20 resolution cells. If this is not the 
case, then the processor goes back to the image where a maximum imaging 
interval was selected by determining whether or not the phase function of the 
transform of fixed-range cuts has breaks. If the imaging interval was reduced 
because of such breaks, the longer interval is chosen for imaging, with the 
motion compensation executed over the break in the phase function. After 
iterating the image generation, the same resolution test is applied. If the test 
is successful, the processor proceeds to the next step of testing the quality of 
individual responses. 

The quality of the individual responses is acceptable if most fixed-range 
image cuts through fuselage responses produce acceptable one- or two- 
scatterer patterns. If the quality is unacceptable, the processor checks whether 
there is an excess of resolution above the minimum required. If so, the proc- 
essor reduces the imaging interval in proportion to the excess, then repeats 
the quality check. If there is not an excess, the radar must collect more data 
and try identification over the new observation interval. 

In an image of acceptable cluality, the processor examines transforms of 
image cuts in the range gates of two scatterers near the ends of the aircraft in 
order to determine whether the rotation rate varies enough to require resam- 
piing, and whether range drift is large enough to require polar reformatting. 
If so, they are applied. Next, several separated fuselage responses are exam- 
ined to determine whether the phase functions of transforms in their range 
gates have a common curvature [3]. If this is so, then the common curvature 
is compensated for the entire image. 

3.8.3 Step 3: Image Analysis 

The image generated at the end of Step 2 is analyzed in two ways. First, 
the processor extracts from the image any special features (minimum length, 
wingtip missiles, locations of engines, etc.) that may be measurable. Second, 
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the processor uses the two-dimensional TSA to determine the rangelcross- - 
range positions of the scatterers on the fuselage. The processor also measures 
range or crossrange extent for well-resolved prominent features. The position 
measurements are generally initialized by taking a series of image cuts 
through each two-dimensional amplitude peak on the fuselage. Additionally, 
the processor examines a one-dimensional cut along the fuselage, uses the 
one-dementional TSA to find indications of scatterers away from the one- 
dimensional peaks, and initializes the two-dimensional TSA at any indicated 
positions that are not close to a two-dimensional peak. 

This analysis, as well as that of some of the earlier steps, requires 
approximate definition of the fuselage in the image. This implies recognition 
and exclusion of delayed duct returns and returns from moving devices. The 
position measurement also requires that a minimum amplitude threshold 
be set for applying the TSA. The processor does not initialize the two- 
dimensional TSA at any point whose amplitude is less than four times that 
of the noise background.-hother threshold based on the amplitude distri- 
bution of the two-dimensional peaks is used to limit the analysis to the 
dominant scatterers of the target (typically, 20 to 30 peaks), as discussed in 
Appendix H. 

3.8.4 Step 4: Identification 

The processor performs the positional match for the features on the fuselage 
for all aircraft in the database. With the additional use of the measured 
special features it then identifies the aircraft. 
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Ground Vehicle ldentification 

4.1 Variability of Conditions for ldentification 

This section gives an overview of the various conditions under which ground 
vehicles must be identified. Ground vehicles undergo far more varied 
motions than any other type of target. Consequently, their identification 
requires a much higher degree of adaptivity. The radar processor must ana- 
lyze the existing situation and, depending on the results, choose the appro- 
priate approach and the specific algorithms. An overview of the general 
conditions for ground vehicle identification is given in Table 4.1. 

The use in Table 4.1 of the terms "SAR imagesn and "ISAR images 
from SAR scenes" does not imply that our treatise applies only to ground 
vehicle identification by SAR surveillance systems. If identification is to be 
performed with a tracking radar carried by an aircraft or a missile, crossrange 
resolution is obtainable just as in a SAR surveillance system, provided the 
platform is not moving on a collision course with the target at the time of 
identification. After the relative motion of the platform is compensated, the 
conditions are the same as with a SAR surveillance system. A reference scat- 
terer on a stationary ground vehicle or elsewhere in the scene can be used to 
achieve the same quality motion compensation as with a surveillance system. 
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Table 4.1 
General Conditions for Ground Vehicle ldentification 

I 1 I 

Radar Platform Stationary Radar Platform Moving 

4.1.1 Application 1: Radar Platform and Ground Vehicles Stationary 

Target Stationary 

Target Moving 

When a stationary ground vehicle is to be identified by a stationary radar, 
resolution can be only in range, and only range profiles are available for iden- 
tification. We have discussed extensively the unsolvable problems of reliably 
identifying flying aircraft from range profiles in a large database. In one 
sense, the situation is more benign for stationary ground vehicles, because of 
the absence of delayed duct returns. O n  the other hand, it may be more diffi- 
cult if the ground vehicle is in a tree environment, where masking by trees 
and tree clutter may be a major problem. Although one cannot reject the 
possibility of identifying a specific stationary gound  vehicle from its range 
profile, reliable identification for a large database appears to be impossible. In 
practice, a ground-based radar platform for identifying stationary ground 
vehicles will be mounted on a vehicle, which should move for at least a short 
time during the identification process in order to generate a synthetic aper- 
ture. Our discussions on identifying stationary ground vehicles in SAR 
imagery then will apply. We will not further consider the case of both a sta- 
tionary ground vehicle and radar platform. 

Range profiles only SAR images 

ISAR images ISAR images from SAR scenes 

4.1.2 Application 2: Radar Platform Stationary, Ground Vehicles Moving 

The difference between identifying a moving target from a moving or a sta- 
tionary platform lies in the compensation of the platform motion. In the case 
of a SAR system, the motion compensation is usually good enough to make 
this difference practically insignificant. A stationary platform has a clutter 
advantage for most moving targets; clutter is concentrated near zero Dop- 
pler, so will only interfere with targets with low range rates. For these targets, 
whose unfocused images may overlap zero Doppler, the clutter is worse for a 
stationary platform. O n  the other hand, clutter cancellation is more effective 
for stationary platforms, because the antenna position does not change at all 
between consecutive looks. 



Ground Vehicle IdentCfication 293 

The case of the stationary platform thus is included in the identifica- 
tion of moving ground vehicles by a SAR system, so that it need not be 
treated separately. Thus, we will not specifically consider identification of 
moving ground vehicles from a stationary platform. 

4.1.3 Application 3: Radar Platform Moving, Ground Vehicles Stationary 

Practical identification procedures for stationary ground vehicles depend 
strongly on the environment. A ground vehicle may be in a sandy or grassy 
area or on a paved road, all with relatively low backscattering, so that the tar- 
get returns totally dominate over the returns from the terrain. Interference 
from the environment then is negligible, and identification requirements are 
similar to those for an aircraft, but simplified because an aircraft may execute 
small inadvertent yaw maneuvers even when flying along a straight course. If 
the vehicle is next to a tree but not obscured by it, the tree returns can be dis- 
criminated from vehicle returns using the methods of complex-image analy- 
sis. O n  the other hand, if the ground vehicle is in a forest area, is partly or 
fully underneath a tree, or in the shadow of a tree line, identification 
becomes progressively more difficult as the vehicle is more heavily obscured 
and the density of trees increases. 

When stationary ground vehicles are camouflaged or hidden behind or 
underneath trees, or even are in the clear but in the vicinity of trees, conven- 
tional threshold detection will not provide sufficient detection performance. 
In [ I ]  we discuss a set of algorithms that utilize the complex responses to dis- 
tinguish between returns from metallic (wave trapping) features and natural 
objects. These algorithms give a detection performance far superior to that 
obtainable with any kind of threshold detection. Proceeding from detection 
to identification under obscurant conditions also requires the complex-image 
analysis technology. At the time of this writing we had not yet explored this 
difficult subject. Hence, we do not have an opinion concerning the perform- 
ance potential. We  merely point out that going to such low carrier frequen- 
cies that trees cannot effectively shield vehicles may be problematic because 
differentiating man-made from natural features is more difficult, perhaps 
impossible, when the wavelength is too large relative to the size of the design 
features of a vehicle. Also, the use of a large percentage bandwidth in order to 
achieve high range resolution, and of a wide angular sector for SAR imaging, 
as required at low carrier frequencies, might lead to problems. In this book, 
we will consider the identification of stationary g o u n d  vehicles only when 
they are in the cleat. 
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4.1.4 Application 4: Radar Platform Moving, Ground Vehicles Moving 

An environment in which stationary vehicles can hide underneath trees pres- 
ents less of a detection problem for moving ground vehicles. If the range rate 
of a vehicle is large enough to shift the vehicle return outside the terrain clut- 
ter spectrum and the PRF is high enough to avoid Doppler foldover, as long 
as the vehicle returns are not totally attenuated, the situation is almost the 
same as if there were no terrain. However, ordinarily we cannot confine our 
attention to vehicles with such high range rates, because even fast-moving 
vehicles have low range rates when the aspect angle is large. Thus, we must 
be able to accommodate low range rates, in which case the vehicle returns 
remain within the terrain clutter. Furthermore, conventionally designed SAR 
systems have low PRFs, so returns from vehicles with high range rates also 
remain within the clutter. 

The identification of a moving ground vehicle in a SAR scene (surveil- 
lance or otherwise) poses serious problems, because the image of such a vehi- 
cle typically is highly smeared in crossrange. As one of the consequences, the 
strength of the responses is much decreased relative to the case of a stationary 
vehicle. In addition, since the range rate of the vehicle translates the overall 
image in crossrange, the image of the vehicle may be superposed on nearby 
trees or other strong clutter. All of this implies a potentially serious detection 
problem, which can be satisfactorily solved only if the SAR system employs 
clutter cancellation. With a displaced phase center antenna, the radar effec- 
tively examines the terrain from the same spot but at two different times, 
canceling the returns from those objects whose ranges have not changed 
between the times of the two looks [2]. Although the method cannot work 
for vehicles with very low range rates, the returns from these vehicles also 
cannot be translated much-that is, not into a tree area. This means that 
clutter cancellation is not as important for low-range-rate vehicles. Whenever 
there might be problems from trees, we will assume a SAR system with clut- 
ter cancellation. This allows us to treat the terrain as noise when the ground 
vehicles are moving. 

Even without terrain inte@rence, the varied motions of ground vehicles 
require that identification be adaptive to an extraordinary degree. These 
motions depend on conditions that are roughly indicated in Table 4.2. 

Two-dimensional imaging and identification based on ISAR images 
becomes difficult when the moving target does not act as a rigid structure. A 
heavy armored vehicle will usually act as a rigid target, but a truck or another 
vehicle of lighter design often will not. Whether or not flexing is a problem 
depends not only on the design of a vehicle but on whether it is moving on a 
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Table 4.2 
Conditions for Moving Vehicles 

Vehicle Design 

Surface 

Surface Structure 

Path 

Speed 

Rigid Flexible 

Road Terrain 

Smooth Bumpy 

Straight Curved 

Low High 

smooth road, a rough road, or off the road, whether it is moving slowly or 
rapidly, and whether along a straight or a curved path. The same vehicle thus 
can act as a rigid vehicle in one situation, have significant flexing in another, 
and be a strongly flexinglvibrating target in a third. 

Let us ignore any flexing for the moment, and consider a vehicle mov- 
ing on a paved road. The requirements on and the precise approach to iden- 
tification still vary greatly, depending on the other conditions. When the 
road is relatively smooth, vehicles at low speeds will have negligible bounc- 
ing, rolling, pitching, and yawing motions. (We must keep in mind that 
microwave radar is very sensitive to small motions about the center of gravity 
and small bouncing motions.) With increasing speed, these motion compo- 
nents become stronger until they govern the situation. However, this all 
depends on whether a vehicle is a light commercial vehicle, a heavier truck, 
or a very heavy military vehicle such as a tank. O n  poor roads, these addi- 
tional motion components become significant at much lower speeds, and at 
faster speeds the various motion components will be as significant as they are 
for a ship, but much more erratic. When military vehicles move on terrain 
rather than on a road, it is even more important whether their speeds are low 
or high. There also is a significant difference between motion along a straight 
line and turning motion, since this will change the relations between the 
Doppler from the translational motion and the Dopplers due to bouncing 
and to motion about the center of gravity. 

It should be obvious that there cannot be a single procedure for dealing 
with such a variety of vehicles, speeds, and motion behaviors. However, no 
implication is intended that identification of moving ground vehicles poses 
unsolvable problems. We merely must design an identification system that is 
sufficiently adaptive to deal with such a variety of conditions. 

The variety of conditions for moving gound vehicles has an undesir- 
able consequence for this chapter. The treatment of the identification of 
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moving ground vehicles cannot be simplified into a few representative cases, 
which makes reading this chapter more demanding than reading the others. 

4.1.5 Section Summary 

Identification of stationary vehicles from a large database requires that the 
radar platform move in order to generate a synthetic aperture. Identification 
of moving vehicles may be performed from stationary or moving platforms, 
both of which should employ clutter cancellation. 

The varied motions of ground vehicles require that identification be 
adaptive to an extraordinary degree, depending on vehicle design, path, and 
speed, as well as surface type. 

4.2 Basics of Ground Vehicle Identification 

This section provides a general treatment of ground vehicle identification, in 
particular the difference between the identification of stationary and moving 
ground vehicles. The similarities and differences relative to aircraft identifica- 
tion are also discussed. 

There is a basic difference between the identification of stationary and 
moving ground vehicles. Identification of moving ground vehicles is similar 
to the identification of aircraft. We will rarely obtain an image of such qual- 
ity that we can perform accurate length and width measurements. Since the 
accuracy to which the crossrange scale of an image is known is usually poor, 
a reasonably accurate length measurement can be performed only at small 
aspect angles, but in such geometries we might not detect the scatterers at the 
end of the vehicle reliably. Thus we must depend on the positions of scatter- 
ers whose functions cannot be determined from an image, plus such special 
features as the presence of a turret, or ordinary wheels rather than a tread. 
The difference relative to aircraft is that as one progresses from moving vehi- 
cles under benign conditions to more serious conditions, progressively fewer 
of these features are measurable. In the worst case of vehicles moving on 
bumpy roads or terrain, only the Doppler-assisted measurement of the range 
positions of design features remains. This will become clear as we continue. 

Identification is much simpler for stationary ground vehicles. Provided 
one utilizes the complex image, it is possible to measure length and width 
rather accurately. These two measurements alone already represent a big step 
toward identification. The measurement of other design features, such as 
presence of a turret, also is easier (or possible), and scatterer positions can be 
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accurately measured in both dimensions, rather than only in range. In fact, 
since no adaptivity is required in the imagingprocess for stationary p u n d  vehi- 
cles, we can readily list the various processing steps. 

1. Excise the complex image of interest from the SAR scene. 

2. Analyze the response peaks to determine scatterer positions and 
characteristics. 

3. Fit a straight line to the response peaks along the illuminated long 
edge, find the responses at the corners of the edge, and determine 
the length. 

4. Fit a straight line through the responses along the short illuminated 
edge and find the far vehicle corner along this edge. Also examine 
cuts perpendicular to the long edge to obtain the width more 
reliably. 

5. Examine the vicinity of the nonilluminated edges to refine their 
locations, and the length and width. 

6. Extract special features from the image. 

7. Identify on the basis of the two-dimensional positional match, 
length and width, and special features. 

These steps involve a small degree of adaptivity, which will be explained 
below. 

In contrast, no such simple recipe can be given for the identification of 
moving ground vehicles. In our treatment of moving ground vehicles, we will 
first summarize the consequences of identification of various types of 
motion, then list the general processing steps, and lastly provide the process- 
ing details with examples for representative conditions under which moving 
ground vehicles are to be identified. 

4.2.1 Radar Features Versus Vehicle Design Features 

The database needed for gound vehicle identification is generated in the 
same way as explained for aircraft. For those gound vehicles for which radar 
data are available, be it from SAR systems or turntable data, we will extract 
the identification features from the data. When data are not available, we use 
diagrams, photographs, and CAD models to determine the measurable fea- 
tures and the positions of observable scatterers, as explained in Chapter 3 for 
aircraft. 
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For stationary ground vehicles, the most important identification fea- 
tures are the length and width of the vehicle, but only if measured accurately. 
Too many gound vehicles have similar lengths and widths, in particular 
widths, to make inaccurate measurements very useful. The critical point is 
that length and width of a vehicle must be dejned so as to jt radar identifia- 
tion. As we have stressed repeatedly, radar can generally observe only features 
with wave-trapping shapes. Thus, as an example, if the corner of a vehicle is 
defined by the corner of a fender shaped in such a manner that it cannot trap 
the wave at a particular aspect angle, the associated response will typically be 
very weak or unobservable in the background. This does not matter, how- 
ever. In establishing the database, we determine which wave-trapping feature 
along the edge of the vehicle is closest to the vehicle corner, and this feature is 
used for defining the radar length of the vehicle. O n  occasion, a weaker fea- 
ture might be observed at a vehicle corner because the interference back- 
ground happens to be low. We can define the radar length of the vehicle in 
terms of the strong wave-trapping features, and then ignore a response that is 
weak compared with the typical responses of the image. Alternatively, the 
database could contain the weaker corner feature as well, in case a weak 
response is observed. 

For example, for identification purposes the corner of a tank might be 
defined by the drive wheel, if this wheel has a wave-trapping cavity. A ground 
vehicle with a length of 6m and a width of 3m might have a radar length and 
width of 5.2m and 2.6m in the database, based on observed strong vehicle- 
corner responses. The measurement accuracy achieved with the methods of 
complex-image analysis is so high that any significant error in the length or 
width measurement will be due to a misinterpretation of the observed scat- 
terer rather than a measurement error. 

4.2.2 Recognizable Features 

Although we have emphasized the importance of performing the measure- 
ments on the responses of the complex image, at least one special feature can 
be derived from the intensity image. This is the presence or absence of a tur- 
ret. Because of its rounded shape, there are generally no significant wave- 
trapping features located on a turret, so that no strong responses are gener- 
ated by turret features. In addition, a turret shadows a good part of the deck. 
The resulting absence of significant responses over an extended area, due to 
both effects, can be determined from the intensity image, since only return 
strength is utilized. Nevertheless, there is always some uncertainty involved. 
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Thus, if an extended area with weak responses is observed in the intensity 
image, we will conclude that the vehicle has a turret; if such an area is not 
reliably observed, we will not make a conclusion with respect to a turret. 

Such an asymmetry is also applicable with respect to the gun of a tank 
or howitzer. A gun will generally not be observable, unless the radar happens 
to look into the barrel and the opening is much larger than the wavelength. 
The response from the opening of the gun barrel can be discriminated from 
clutter on the basis of its phase function, which will be curved because of the 
shifting phase center. Hence, if an isolated response is detected away from 
the vehicle, and the phase function of the response is curved, we conclude 
that the vehicle has a gun. If such a response is not detected, we do not make 
a conclusion one way or the other. 

A third example of a feature that will be utilized when observed but 
ignored when absent is any rotating device with a wave-trapping design. If 
the device is in operation and Doppler returns distributed over some cross- 
range interval are observed, the detection of the feature will help identifica- 
tion. However, we do not require that the feature be observable if the vehicle 
carries it. 

The number of wheels and the type of wheels are other important 
design features. If the wheels are cup-shaped so that they can "trap" the wave, 
and the wheels are solid rather than consisting of spokes, the wheels will gen- 
erate observable returns. In this case we have information about the type of 
wheel, and we can relatively easily determine the number of wheels and their 
locations. Further information is obtained from the degree of difficulty in 
detecting the wheel returns. If the side of the vehicle is smooth, the wheel 
responses will be conspicuous and easily measurable. O n  the other hand, if 
the side of the vehicle has an open design that permits the radar wave to illu- 
minate a variety of other wave-trapping features along the edge, detection of 
the wheel returns will be more difficult. 

Certain vehicles may also have special features not found on other vehi- 
cles. For example, a vehicle might have a significant trihedral corner when 
viewed from certain angles, and the presence of the feature can be verified 
from the strength of the response and the fact that the phase function is pla- 
nar (no shifting phase center). Another vehicle might have a similarly con- 
spicuous feature, with a design that cannot be approximated by a trihedral 
corner. We then will find a strong response with a curved phase function. A 
variety of such special features may be found on only one or some of the 
vehicles. These features must be noted in the assembly of the database, and 
then used to assist identification. 
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4.2.3 Positions of Unrecognizable Features 

Ground vehicles have many observable features that have no special signifi- 
cance, in which case we can utilize only their positions. This is similar to the 
variety of antennas, air inlets and outlets, and so on for aircraft. In the case of 
ground vehicles these observable features (again, of the wave-trapping kind) 
are often formed by metallic boxes and similar structures on the deck that 
create trihedral-like corners and cavities. It is easy to see that an arrangement 
of such features may form trihedral corners. There are also arrangements that 
leave small cavities between the features, and these cavities become observ- 
able features. Again, in the absence of radar data, the presence and locations 
of such features must be determined from an examination of diagrams, pho- 
tographs, and CAD models. 

Such large openings as, for example, an open access hatch of a turret 
are typically not observed. Although the incoming radar wave will certainly 
be trapped by such a feature, it will usually be so well trapped that no strong 
scattered signal finds its way back toward the radar. 

4.2.4 Section Summary 

Stationary ground vehicles can be imaged and identified via a straightforward 
sequence of processing steps that involve only a small degree of adaptivity. 
Identification is on the basis of the two-dimensional positional match, length 
and width, and special features. The imaging process for moving vehicles 
must be highly adaptive to the vehicle motion. Usually, fewer features can be 
extracted from their images than from those of stationary vehicles. 

The features are compared to a database constructed from radar data 
if available, and from photographs, diagrams, and CAD models otherwise. 
Length and width are defined by those features observable by radar, those 
with wave-trapping shapes. 

4.3 ldentification of Stationary Ground Vehicles 

This section gives specific examples of the identification of stationary ground 
vehicles. For the reader only casually interested in the identification of sta- 
tionary ground vehicles, attention to any one of the below examples will 
suffice. 

In this simplest of all identification cases treated in this book, the SAR 
processor performs the motion compensation and there are no uneven target 
motions, so that only the evaluation of the high-quality (complex) image 
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is needed. Our discussions thus will be concerned with the many measure- 
ments one can perform on the images of stationary ground vehicles. The 
problematic motion compensation needed for moving pound vehicles is no 
issue, even if the radar platform should not be a SAR surveillance system. 

The real data used in our examples were collected under conditions 
where masking by trees was not a problem, so that the entire vehicle image is 
available for identification. The data were taken at X-band, with both range 
and crossrange resolution of about 1 ft. All images will be shown in peaks 
plot form, with the "gates" in range and crossrange corresponding to the 
inherent resolution of 11 B and 11 T. We will consider the measurements on 
four different ground vehicles: a howitzer, a tank, an off-highway truck, and 
a flatbed truck. Actually, we should compare the measurements extracted 
from the image of one vehicle to the database of the other three vehicles, per- 
forming the positional matches for the correct and incorrect vehicles. How- 
ever, with the methods of complex-image analysis, the typical military 
ground vehicles in our examples are sufficiently different from each other to 
make such a comparison useless. It is not like comparing one jet fighter with 
another fighter of about the same size. The problem is not to distinguish, say, 
a tank from a truck, but to distinguish one type of tank from another type. 
Although our methods are aimed at this more difficult task, a treatment of 
the last identification step requires working with a large database in order to 
obtain statistically meaningful results. This book addresses the principles and 
procedures of identification rather than the achievable performance. Since 
the same type of processing and analysis is used on all stationary ground vehi- 
cles, the various cases treated in the following are examples to make the 
reader familiar with the technolog. For the moving ground vehicles, in con- 
trast, the aim of the examples will be to illustrate the necessary adaptation of 
the processing method to the variety of possible conditions. 

4.3.1 Example 1: Measurements and Characterization for a Howitzer 

4.3.1.1 Measurement of the Target Outline 

Measurement ofthe target outline is the most important step in identzJjing sta- 
tionary ground vehicles. It serves more than just the measurement of length 
and width, also allowing one to determine the positions within the target 
outline of any special features that might be detected. 

The peaks plot corresponding to the SAR intensity image of the howit- 
zer is shown in Figure 4.1 for an aspect angle of 65' off tail-on, with the vehi- 
cle outline indicated by the dotted rectangle. An examination of the image by 
eye shows that the vehicle has a rectangular shape, so that the outline can be 
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Figure 4.1 Image of the howitzer. 
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determined by measuring (in the complex image) the two illuminated edges 
of the vehicle, finding the three vehicle corners, and drawing lines through 
the far vehicle corners parallel to the edges. 

With automated processing, the shape of the image must be deter- 
mined from those measured scatterer positions farthest left and right in range 
gates and lowest in crossrange gates, before a decision as to how to proceed 
can be made. The scatterer positions used to determine the shape of the tar- 
get outline are measured by applying the two-dimensional TSA to the strong 
two-dimensional peaks of the target. We next find the near corner of the tar- 
get, by examining the lowest-range strong response in an image cut along the 
long illuminated edge (both illuminated edges are determined by a linear fit 
to the selected scatterer positions). It is easy to find the strong response at the 
near corner of the image. The complex form of this response is analyzed with 
the one-dimensional TSA to determine whether it comes from one or two 
significant scatterers, as explained earlier. If it comes from a single scatterer, 
the peak position of the response is taken as the position of the near corner of 
the vehicle. If it comes from two responses, we select the measured position 
closer to the corner, if both responses are of roughly comparable strengths. If 
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one is much weaker, we use the stronger response to define the vehicle cor- 
ner, in accordance with the earlier discussion on the definition of vehicle 
length and width. 

Having found the near corner of the vehicle, we must now search along 
each of the two edge lines for the last response strong enough in relation to 
the other responses of the vehicle (see Appendix H). These last responses are 
taken initially to define the two far corners of the vehicle. We then examine a 
series of cuts near the short illuminated edge and perpendicular to the long 
illuminated edge, to better define the width. This establishes three corners of 
the vehicle, and hence the outline of a rectangular vehicle. - 

The determination of the short illuminated edge is somewhat more 
problematic than that of the long edge, because it may not be as well defined 
by the design of the vehicle. However, once the rectangular shape of the vehi- 
cle has been recognized and the long illuminated edge has been determined, 
we can draw a perpendicular to the long edge at the near vehicle corner. This 
assumes equal range and crossrange resolutions; otherwise we can calculate 
the appropriate angle. We again search for the last scatterer along the straight 
line that defines the shorter edge. In general, we must search for the last scat- - - 
terer along each of a set of parallel lines, all perpendicular to the longest - 
straight edge. These scatterers are used to derive the target width. In this par- 
ticular example, the radar length and width of the vehicle were measured in 
this manner with errors of 19'0, given that the correct scatterers were used in 
the radar definition of length and width of the vehicle. 

In some cases, prominent scatterers also are observed along the nonillu- 
minated edges. When such responses are observed, we can use them to con- 
firm the measurement of length or width as derived by searching for the last - 
scatterer along an edge. For example, treaded vehicles are usually designed in 
such a way that the radar beam has access to parts of the tread and to wheels 
near the far corner of the short illuminated edge. Accordingly, in Figure 4.1 
we see four significant responses along the near-range part of the nonillumi- 
nated long edge, which can be used to confirm the width. O n  the other 
hand, in the case of Figure 4.1 we should not attempt such a confirmation 
for the length, because the responses near the nonilluminated short edge do 
not lie along a perpendicular to the long edge; individual responses may be 
delayed returns from multipath reflection within the wheelltread assembly. 
This is a situation where the superstructure, here the turret and gun base, 
mask the short edge, so that no perpendicular line of responses is observed. 

Note that the large region with low responses in Figure 4.1 implies that the 
vehicle has the specialfedture of a turret. Once this has been established, it is 
reasonable to allow a break in the series of responses defining the long 
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illuminated edge because at some orientations the turret may mask part of 
the edge. This fact can be taken into account in the process of fitting the 
straight line to the edge responses. However, the edge in the image is not 
necessarily defined by the scatterers on the top of the deck, which might 
indeed be shadowed by the turret. The edge can just as easily be defined by 
the wheels and other scatterers below the plane of the deck, and these will not 
be shadowed unless the turret is positioned so that its overhang is very large 
and the SAR system operates with an unusually large beam depression angle. 

4.3.1.2 Other Dist inct ive Features 

The scatterer positions derived from an image cut along the long illuminated 
edge in Figure 4.1 agree well with the peak locations. The nearly regulur spac- 
ing of the scatterers along the long illuminated edge implies that this is a case 
where the wheel responses dominate the edge returns. There are no wave- 
trapping parts of a gound vehicle with such regular spacings along the long 
edge but the wheels. As one special feature, the ease with which the wheels 
can be detected implies that the vehicle has a smooth side, meaning flat - 
plates. As an even more important special feature, we can determine the 
number and positions of the wheels. Indeed, when the complex responses 
along the edge are examined, one finds that they all come from single scattet- 
ers, except for the strong response at the near vehicle corner. The analysis of 
this response shows that it comes from the contributions of two scatterers of 
comparable strengths. One must be a road wheel, and the other a drive or 
idler wheel. Since the rightmost response along the illuminated edge is found 
to come from a single scatterer, we have a total of nine wheels, or seven road 
wheels. 

As another special feature, the image of Figure 4.1 contains a very 
strong response near the illuminated short edge. The strength of the response 
implies that the feature must be fairly large. An analysis of the phase function 
of the response shows that it is essentially planar, with only a small curvature. 
The vehicle thus has a sizable feature that approximates a trihedral reflector 
well. A large trihedral in this position is not a feature common to many 
ground vehicles, and thus is a valuable help for vehicle identification. 

If the strengths of the responses outside the vehicle outline are exam- 
ined, we find one with coordinates C16.291R14.10 (indicated by the arrow) 
that is much higher (16 dB) than the background. A closer examination of 
the image cut in the crossrange gate of this response shows an entire series of 
responses with the same crossrange positions. Thus we have a set of delayed 
responses. The complexity of the response provides a strong indication that 
this a gun response. The facts that the response can be detected with the 
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gun pointed away from the radar and that multiple delayed returns exist are 
strong indications of a gun with a muzzle brake. In the identification process 
we will favor a vehicle carrying a gun with a muzzle brake, but based on this 
single measurement we still will not reject vehicles without a gun (there 
might be a wave-trapping metallic feature on the ground). The detection of a 
widely extended turret shadow also points toward a vehicle with a gun, but 
we will not reject a vehicle whose gun does not have a muzzle brake. 

The analysis of the major responses of the image reveals at least one 
additional peculiar response at C-9.05lRO.03 that can be utilized as a special 
feature. The image cut in the range gate of the response shows a relative 
half-power width significantly larger than unity, so that the feature must 
have considerable crossrange width. As a representative illustration of this 
type of applied analysis, in Figure 4.2 we give the transform of the image cut 
in the range gate of the response. The amplitude is essentially constant, 
which implies that the response comes from a single scatterer. The phase 
function is strongly curved, which means that the scatterer has a sizable cross- 
range width. In accordance with the complex-image analysis methods, the 
crossrange width is obtained from phase-slope measurements over the inter- 
vals indicated by vertical lines in the figure. The phase slopes correspond 
to Crossrange Gates 0.7 and -0.5, and the feature width is the difference of 
1.2 gates. With a crossrange gate width of 1 ft, we conclude that the vehicle 
has a cavity-type scatterer with a width of about 1 ft in this position. 

Relative time 

Figure 4.2 Transform of the image cut in Range Gate 0. 
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An image cut in the crossrange gate of this response shows that the 
response is even more complicated in the range dimension than it is in cross- 
range dimension; it has a large spread in range. Furthermore, the same 
crossrange positions are measured in different range gates over the spread 
response. This is indicative of unresolved delayed returns. The feature thus 
generates multiple delayed returns of small separations. This means that it 
has significant range depth, which can be measured in the image cut in 
the crossrange gate. The main secondary response is found to be delayed by 
about 1.5 range gates. The conclusion is that the feature is a cavity with a 
width and depth exceeding 1 ft. There are not many ground vehicles with 
such a conspicuous feature in this particular position. 

4.3.1.3 Positional Match 

Having considered a set of important special features (which, together with 
length and width, should suffice for vehicle identification in this relatively 
simple case), we next illustrate the positional match that includes those fea- 
tures for which position is the only usable "characteristic." In this example, 
the comparison template of observable scatterers was generated by examining 
photographs and line drawings of the vehicle. Because the vehicle's turret can 
be oriented in an arbitrary direction, the database does not contain any scat- 
terers on the turret. Accordingly, having recognized that a target has a turret, 
we measure the positions of only the scatterers safely outside the turret area, 
or roughly along the edges. 

Matching the template to the scatterer positions determined by analyz- 
ing the prominent complex responses of the image gives the positional match 
of Figure 4.3, with template features identified by letters and measurements 
shown by crosses. The match is very good, except for scatterer S. This is 
the complicated cavity investigated above. Since we know that the shifting of 
the phase center can translate the response in an unpredictable manner, we 
assign low weight to the positional match of such a complicated feature. Its 
value lies more in the fact that it serves as a special feature. Note that, in this 
fashion, the characteristics of the image responses themselves provide the 
information about the accuracy of the positional match for each scatterer. 

4.3.1.4 Effect of Aspect Angle on ldentification of the Howitzer 

The image of the same vehicle for an aspect angle of 35" off nose-on is shown 
in Figure 4.4. Compared with the earlier image of Figure 4.1, the rear view 
has changed into a front view, and the orientation of the long edge is rotated 
by 20". (Note that the crossrange resolution differs slightly in all the various 
stationary ground vehicle images we present.) 
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The new image shows the same nearly regular arrangement of the 
responses along the long edge as for the earlier aspect angle, so that the image 
again reveals that the side of the vehicle has a smooth design, except for the 
presence of the wheels. As we show below, the measurement of the wheel 
positions is even easier than before. The shadowing of the deck is not as 
extensive as for the rear view, but the presence of a turret can nevertheless be 
recognized. Although the gun is even better detectable at the new aspect 
angle, we cannot conclude from the position of the gun that the radar views 
the front of the vehicle, because the turret and gun could be oriented in any 
direction. Reliably determining the orientation of the vehicle requires the 
positional match. 

The measurement of length and width is as easy as for the former orien- 
tation, primarily because strong scatterers define the corners of the vehicle. It 
is clear from Figure 4.4, which shows the weak delayed responses generated 
by the vehicle at larger ranges, that the responses at the vehicle corners do not 
have an interference problem from the terrain. The weakest corner response, 
the one at lowest range, is 22 dB stronger than the clutter. These responses 
are easily analyzed with the TSA. The separation of the two vehicle-corner 
responses, which is the effective radar length of the vehicle, is found to be 
0.52m larger than for the rear aspect of Figure 4.1. This means that the effec- 
tive length of the vehicle is different for front views and rear views, which is 
easily understood, because a feature that tends to trap the wave for a front 
view may not trap the wave for a rear view, and may not even be observable 
for such a radical change of the aspect angle. 

As already discussed in connection with aircraft, the database must 
contain the observable scatterers for different angular sectors covering 360°, 
and hence it also must contain the effective vehicle length for the various 
aspect angle sectors. When no radar data are available for extracting the data- 
base, identification features such as the effective length must be determined 
by examining diagrams and photographs, looking for those scatterers that 
will be observed at the vehicle corners for a given aspect. In this instance a 
photograph indicates that for a frontal view the observed scatterer at the near 
vehicle corner should be the cavity represented by a headlight. At the far 
vehicle corner the radar should see the cup of a wheel. However, because the 
wheel is viewed at a relatively small angle of incidence, the effective position 
should be the far inner edge of the wheel cup rather than its center. The sepa- 
ration of the two features defined in this manner agrees with the measured 
vehicle length, within the combined length uncertainty. Quite generally, the 
quality of the measurement on the vehicle-corner responses will determine 
whether the error in the length measurement is governed by the error in the 
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position measurement on the scatterers, or by the error in estimating the 
effective positions of the vehicle-corner scatterers from photographs and dia- 
grams. For this example, the existing interference conditions in the image 
indicate an expected measurement uncertainty on the order of 5 to 10 cm. 

In order to illustrate the general accuracy of the TSA in a more compli- 
cated situation, in Figure 4.5 we show the image cut in the range gate of the 
peak that defines the far vehicle corner of the short illuminated edge. The 
relative half-power width of the corner peak is 0.757. This is so much less 
than unity that two scatterers interfering destructively must be involved. Spe- 
cifically, the interference is between the responses centered in Crossrange 
Gates -13.3 and -1 1.1 in Figure 4.5, the one in Gate -13.3 being the 
vehicle-corner response of interest. For comparison purposes, we first take 
the position of the response peak as the position of the single scatterer. Since 
the interfering response to the right shifts the peak of the weaker response to 

Figure 4.5 Image cut in Range Gate -3.85. 
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lower crossrange gates, and this is the left corner of the image in Figure 4.4, 
the measured width will be too large. The situation is similar for the response 
that defines the right front corner of the vehicle, so that the total measure- 
ment error will be significant. When we proceed in this coarse manner, from 
the rangelcrossrange positions of the two scatterers we obtain a width that is 
too large by 0.32m. 

The error in the width measurement from this crude approach is 
unnecessarily large. The relative half-power half-width on the right side of 
the response peak is 0.716, so small compared with unity that the error asso- 
ciated with taking the peak position as the position of the scatterer must be 
quite large. In this situation, for better accuracy we must determine the posi- 
tion of the corner scatterer with the TSA, using a transform window that 
includes both responses in Figure 4.5. This is simple when the second 
response comes from a single scatterer. In this instance, however, the trans- 
form shows that a third scatterer is involved, so that the right boundary 
of the window must be shifted away from the minimum in Gate -9.1 of 
Figure 4.5, toward the strong peak. A good compromise between cutting off 
too much of the response of interest and including too much of the interfer- 
ing response is a boundary around Gate -10.2. The resulting transform pat- 
tern is not good in that it does not fully represent the ideal interference 
pattern between two scatterers, but this type of measurement still gives better 
results than simply taking the peak position. The conditions are similar for 
the other corner response, where the TSA must also be used. When the posi- 
tions of the two corner scatterers are determined in this manner, because of 
the unfavorable circumstances the calculation of the separation still gives a 
vehicle width that is too large, but only by 12 cm instead of the 32 cm when 
the peak positions were taken. The difference is practically significant. 

Although earlier we made conclusions about the design of the side of 
the vehicle and the measurability of the wheel positions by examining the 
peaks plot image of Figure 4.4, in practice any conclusions must be based on 
analyzing the responses in an image cut along the long edge. This image cut 
is shown in Figure 4.6. Starting in Range Gate -6.3 and ending in Range 
Gate 5, we count seven responses from the road wheels, with the response in 
Range Gate 3 reduced by interference. The last response of the row is from 
the idler wheel. As the image of Figure 4.4 shows, the image cut along the 
long edge does not pass through the first two peaks, so that no analysis of the 
two weak responses in Range Gates -9.6 and -8 in Figure 4.6 should be per- 
formed in this image cut. When the image cut is translated so that it does go 
through the two peaks, the phase function of the first response is straight, 
whereas that of the second is curved. This agrees with the interpretation from 
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Figure 4.6 lmage cut along the illuminated long edge. 

the photograph that the first scatterer is the headlight and the second scat- 
terer is the drive wheel. The headlight is small enough that its phase-center 
shift is small, whereas the drive wheel has a large cylindrical cavity. 

As another example of the analysis of a response, we consider the strong 
response near the center of the image of Figure 4.4. Its strength already 
implies that it must come from a sizable corner reflector or cavity. The trans- 
forms of the image cuts in both the range and crossrange gates of the 
response have curved phase functions, from which one can determine the 
effective width and depth of the cavity. It is the "cavity" formed by the com- 
plicated design of the base of the gun. 

4.3.1.5 Persistence of Scatterers 

We have emphasized that target identification is impractical unless the same 
scatterers can be observed over a reasonably large aspect angle sector. As 
another demonstration of scatterer persistence over large aspect angle sectors, 
we perform the following test. We  generate images of the howitzer for aspect 
angles of 31°, 56O, 105", and 1 lo0, all measured from nose-on. The first two 
images thus represent front views, and the other two rear views. The last two 
images are close to broadside, where all measurements are difficult. As an 
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illustration of this fact, in Figure 4.7 we show the vehicle image for the aspect 
angle of 1 lo0, still 20" away from broadside. Compare this image with that 
of Figure 4.1, for which the aspect angle is only 15" farther away from broad- 
side, or even with the image of Figure 4.4. We measured the positions of 
the scatterers associated with the responses near the edges of the four new 
images. T o  evaluate scatterer persistence, we matched the scatterer positions - 

extracted from different images to each other. 
In Figure 4.8 we show the match of the scatterer positions for the 

images at 31" and 56" aspects, with the scatterer positions for the first image 
rotated and translated to achieve the best match with the positions for the 
second image. (The first set of positions act as a template, which is adjusted 
to achieve the best match with the second set.) The measurements extracted 
from the first image are designated by letters, and those from the second by 
crosses. The former measurements thus act as a candidate target from the 
comparison database for the match. The match appears goodenough that 
it alone allows us to recognize the same vehicle, despite the 25' rotation. Figure 
4.9 shows the corresponding match for the two rear-view images, with the 
image at the 105" aspect providing the database for the image at the 110" 
aspect. The majority of positions again are well matched. 

Crossrange (gates) 

Figure 4.7 Image of the howitzer close to broadside. 
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Figure 4.8 M a t c h  be tween scat terer  posit ions a t  31" and 56" aspects. 
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Lastly, we repeat the process for images at widely differing aspect 
angles, rear views and front views, matching the positions extracted from the 
image at 31" aspect to those of the image at 105" aspect. The corresponding 
match is shown in Figure 4.10. The short edges must be ignored because the 
radar illuminates the front edge in one case and the rear edge in the other. 
The match for the long edge is very good. It should be noted, however, that 
the quality of the match along the long illuminated edge is so good because 
for this particular vehicle the wheel responses dominate, so that the wheel 
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Figure 4.10 Match between positions from the images at  31" and 105" aspects. 

positions can be determined very accurately. Normally, we cannot expect 
excellent matches between rear views and front views, and thus must include 
rear views and front views in different angular sectors of the database. 

4.3.2 Example 2: Measurements and Characterization for a Tank 

4.3.2.1 The Tank at an Aspec t  Ang le  of 30" 

The peaks plot image of a tank is shown in Figure 4.1 1, with the vehicle out- 
line indicated by the dotted rectangle, and the approximate turret outline by 
the dotted ellipse. The gun is pointed nearly along the long axis of the tank 
and away from the radar. The tank is similar to the howitzer, so that the same 
type of measurements as already illustrated were made. Thus we shall merely 
point out some interesting differences. Since the right upper quarter of the 
vehicle image is shadowed (only weak background responses), this vehicle 
must also have a turret. 

The responses along the long illuminated edge are not as regularly 
arranged as for the howitzer, which implies that the side of the vehicle is not 
so smooth that the wheel responses are strongly dominant. Another signifi- 
cant difference is recognized when the two vehicle-corner responses for the 
long illuminated edge are examined. The transform of the response for the 
far corner gives constant amplitude, so that the response comes from a single 
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Figure 4.11 Peaks plot image of a tank. 

strong scatterer. The transform of the response from the near corner gives the 
modulation pattern of two scatterers; this response is either from a feature 
with considerable extent (so it effectively breaks up into two parts even for a 
1-ft resolution) or from interference between two features at similar range 
and crossrange positions but different heights. We conclude that if the drive 
and idler wheels represent the wave-trapping features that define the corners 
of the target, the wheels are of very different designs. This is consistent with 
the tank, but not the howitzer. When length and width of the tank are meas- 
ured in the same way as for the howitzer, the measurement errors turn out to 
be just a few centimeters. 

Since an examination of some of the responses along the long illumi- 
nated edge shows single-scatterer responses with curved phase functions, we 
conclude that the vehicle has cup-shaped wheels without spokes. This means 
that the number of road wheels can be determined by searching for single- 
scatterer responses with curved phase functions. When the TSA is used to 
resolve a response into the contributions from two scatterers, one of which 
has a shifting phase center, we must determine which of the two. The phase 
function of the response in the image domain indicates most easily whether 
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the scatterer with the shifting phase center is on the left or on the right of 
the peak of the combined response, with curved phase indicating the shifting 
scatterer. 

When the series of responses along the edge are examined in this man- 
ner, the responses with curved phase functions are clearly detectable. How- 
ever, the situation for each wheel varies from interference so strong that the - 
position of the wheel can be knowingly measured only very inaccurately, to 
the case where one wheel response (indicated in Figure 4.1 1 by the arrow 
near the long edge) is so clear of interference that the width of the wheel can 
be measured in the manner illustrated by Figure 4.2. The measured phase- 
slope difference turns out to be (7.37 - 5.81) crossrange gates. For this image 
the crossrange gate width is 0.28m. In the case of stationary vehicles we easily 
obtain the aspect angle of the vehicle, which is 30". Calculating 

we find the width of the road wheel. The measurement error happens to be 1 
& 

cm. Although the smallness of the error is an accident, we would expect high - 
measurement accuracy for a response as well resolved as this particular one. 
(The amplitude and phase functions are an even better approximation of the 
ideal case than in Figure 4.2). 

Another difference can be found for the response at C-11.33/R-4.23, 
indicated in Figure 4.11 by the arrow near the short edge. The response has a 
straight phase function in its fixed-range image cut, but a curved phase func- 
tion in its fixed-crossrange cut. The feature thus has significant width only 
in range. This is clearly a special feature. Also helpful for identification is 
the strong response at C10.91/R2.56, indicated in Figure 4.1 1 by the arrow 
within the tank outline. Both the phase and amplitude functions of the 
transform of the response vary in a complicated manner with the direction of 
image cuts through the response. The conclusion is that the vehicle has a cav- 
ity of complicated shape at this position, which is further verified by the fact 
that one can identify spurious sideband responses [I] arranged along an arc 
and with the directions of phase linearity all pointing toward the responsible 
scatterer. However, the use of such spurious responses in an automated iden- 
tification system does appear to be quite difficult. One might generally be 
satisfied with identifying and disregarding spurious responses. 

There are other responses in the image that provide interesting infor- 
mation about the vehicle. However, length and width measurements, the 
special features already discussed, and the positional match, already supply 
more information than should be needed for vehicle identification. 
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4.3.2.2 The Tank at a Different Aspect Angle 

The image of the tank at the new aspect angle is shown in Figure 4.12. T o  
determine length and width, we need the three vehicle-corner responses. An 
examination of the image cuts along the two illuminated edges shows that 
there are no responses not indicated in the peaks plot sufficiently stronger 
(12 dB) than the background to be accepted as vehicle responses, much less 
strong enough to be considered wave-trapping vehicle-corner responses. 
Thus we analyze the three visible vehicle-corner responses (indicated by hori- 
zontal arrows) in the usual manner, taking transforms when the relative 
half-power width is not close to unity, and obtaining the scatterer positions 
and strengths via the TSA. When two scatterer positions are obtained from a 
single response, the position that will result in a larger length or width is cho- 
sen. However, the two near-corner responses are significantly weaker than 
most target responses; they come from features that might not be included 
in the comparison database. Therefore, we also measure the positions and 
strengths of the stronger responses at slightly greater range. The measured 
scatterer positions must be interpreted in terms of the corner scatterers the 
radar would observe in this aspect angle sector, as already discussed. Again, 
the dominant error would likely come from wrongly estimating which 

Crossrange (gates) 

Figure 4.12 Image of the tank at a different aspect angle. 
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scatterers near the corners can actually be observed, and whether they should 
be weak or strong in terms of the average strength of the image responses, 
rather than from measurement error. 

The intensity image of Figure 4.12 also indicates the presence of a tur- 
ret. Can one extract more information about the turret from the complex 
image? As an illustration, consider the fact that a turret has a cylindrical base 
on which it turns. This is indicated by the dotted circle in Figure 4.12. One 
would not expect such a tight fit between turret and deck that the base would 
not be accessible to the radar wave. With the overhang, this large base should 
generate a return from the point closest to the radar, and the return should 
be concentrated in range, having a linear phase function. When the image 
responses clustered about Range Gate -1 are examined, only the response 
at C-1.491R-3.42 (indicated by the arrow perpendicular to the long edge) 
meets this requirement. We make the practical assumption that the turret is 
centered on the vehicle's long symmetry axis. Because of the perpendicular 
incidence of the wave at the point where the base cylinder backscatters, the 
center of the turret must be in the same crossrange gate as the point of 
reflection, which is Gate -1.49. The intersection of this gate and the long 
symmetry axis, determined from the extracted outline, give the center 
of the cylinder. The range separation of the center of the cylinder and the 
response with linear phase gives an estimate of the cylinder's radius. 
When these measurements are performed in the image of Figure 4.12, this 
crude estimate gives a diameter of the cylinder which is 20 cm larger than 
the actual value. 

Analysis of the strong response at C-4.13lR-8.45 (indicated by the 
right arrow perpendicular to the short edge) shows that it is concentrated in 
range, but consists of contributions from two scatterers separated in cross- 
range by about half a gate. This matches the design of the left headlight. The 
response at C-7.10lR-7.53 (indicated by the left arrow perpendicular to the 
short edge) is concentrated in range, but the phase curvature in cross- 
range indicates a wide scatterer in this dimension. This matches the design 
and position of the flange of the gun barrel. The responses at C-1.261 
R-0.27, C0.481R-1.09, and C0.75lR-2.70 (indicated by vertical arrows in 
Figure 4.13) lie along part of a circle and have generally curved phase func- 
tions that become linear for image cuts that intersect at a single point near 
the turret overhang. Thus we have a set of spurious sideband responses gen- 
erated by the turret overhang. Conservatively, one needs at least four 
responses to safely identify a set of spurious sideband responses. However, 
two of the three responses lie within the outline of the turret cylinder and 
one lies very close to the cylinder, so one might be willing to rely on just 
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Figure 4.13 Additional features in image of Figure 4.12. 

three responses. In any case, all three would be excluded from the positional 
match as possible turret scatterers. 

When wheel responses are subject to strong interference, as they are in 
the case of the image of Figure 4.12, we use two criteria for determining 
which responses are from wheels. First, if the wheels are cup-shaped without 
spokes, so that they are expected to generate observable responses, the phase 
functions of their responses must be curved. Second, we know that the 
wheels of treaded vehicles are toughly equally spaced. With the two criteria, 
we can detect the wheel responses as marked in Figure 4.13 by horizontal 
arrows. Although one wheel response is masked by interference, by assuming 
equal spacing of the road wheels, we correctly count six road wheels in addi- 
tion to the idler and drive wheels. 

4.3.2.3 Persistence of Scatterers 

As with the howitzer, we again test how well the observable scatterers remain 
the same when the aspect angle of the vehicle is changed. In this instance we 
formed images at aspect angles of 19" and 45" off nose-on, and extracted the 
scatterer positions along the illuminated edges. With the scatterer positions 
obtained from the image at the 19" aspect angle serving as a database, the 
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match with the positions from the image at 45' is shown in Figure 4.14. The 
crosses thus represent the positions of the scatterers observed at 19' aspect, 
and the letters the positions of the scatterers observed at 45' aspect. The 
important match along the long edge is rather good, despite the much more 
complicated backscattering behavior of this vehicle as compared with the 
howitzer. The comparison ddtabase for this tank thw probably can be con- 
structed with angular sectors approaching 250. 

4.3.3 Example 3: Measurements and Characterization for an 
Off-Highway Truck 

4.3.3.1 The T ruck  Viewed From the Rear 

An image of an off-highway truck, viewed from the rear, is shown in 
Figure 4.15. The truck is of the type generally used to transport pipe for oil 
pipeline construction. The truck has four articulated sections and four axles. 
Each section has mostly smooth sides, but also small dihedral and trihedral 
corners where cargo braces, handholds, and steps meet the smooth side. The 
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Figure 4.14 Match between the scatterer positions from the images at 19' and 45". 
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Figure 4.15 Image of an off-highway truck. 

truck is carrying pipe, which is secured on top by a large clamp and at the 
rear of the truck by a large brace. Viewed from above, the truck has a rectan- 
gular outline, plus the irregularly shaped rear cargo brace. The dotted rectan- 
gle in the figure includes the brace. 

As one would expect, the backscattering from the off-highway truck is 
very different from that of the treaded vehicles. The truck's wheels are weak 
scatterers, so the edge of the image is defined by the weak corner reflectors on 
the side of the truck. The pipe in the truck bed reflects very little energy back 
to the radar, so the interior of the target contains very few sizable scatterers. 
Most of the strong scatterers are from the rear brace. The measurement of 
length and width is performed in the same manner as for the other two vehi- 
cles, by starting with the analysis of the responses along the two illuminated 
edges and fitting straight lines. It is more critical now to search along the 
edges so that the furthest responses can be found, because the responses along 
the edges are relatively weak for this vehicle. Since the shape of the image is 
not a well-defined rectangle as it was for the howitzer and tank, it is critical to 
analyze image cutsperpendicular to the long edge along the length of the vehicle 
in order to find the widest separation of vehicle responses, and hence the 
width of the vehicle. 
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An image cut along the long illuminated edge does not reveal peaks 
near the far vehicle corner that are not already indicated in the peaks plot. 
In defining the vehicle length we thus have the choice between the weak 
response at C-23.15lR26.99, indicated by the arrow at furthest range, and 
the stronger response about one range gate closer to the radar. We know that 
the stronger response must come from a feature with wave-trapping design, 
so that vehicle length could be defined on this basis. The weak response, on 
the other hand, defines the actual vehicle length, because low background 
conditions allow the detection of even weak responses. In this instance the 
weak response represents the corner of the front bumper when viewed from 
the rear. In any case, for a given candidate vehicle we must understand the 
two choices from the information in the database. In this case, when we 
extract the length from the complex image and compare the measurement 
with the actual length, we have a measurement error of O.23m. 

In those cases where the image contains a sufficient number of 
responses along the nonilluminated long edge, we can try to refine the width 
estimated from cuts perpendicular to the illuminated long edge, by fitting a 
straight line parallel to the illuminated edge. If the quality of the fit is good in 
the sense that there are not too many outliers beyond the vehicle edge, with 
amplitudes not significantly lower than those of the responses along the edge, 
we will take the separation of the lines fitted to both long edges of the vehicle 
as the vehicle width. In this example we obtain a measurement error of 
0.37m if we compare the measurement with the overall width of the vehicle. 
When we examine a photograph in order to estimate which scatterers on the 
side will be observed by a radar, we find that the measured width is only 3 cm 
smaller than the actual width as seen by a radar. 

We briefly point out some of the characteristic special features of this 
vehicle. The relative weakness of the responses along the long illuminated 
edge as compared with the strongest responses in the image implies that the 
wheels do not have wave-trapping designs; they are not cup-shaped without 
spokes as for some armored vehicles. The intensity image of Figure 4.15 
shows the top of the truck to be largely devoid of wave-trapping features. 
The strong response at C-9.161R11.79, indicated by the middle horizontal 
arrow, has some phase curvature. Together with the strength of the response, 
this indicates a sizable trihedral type corner, but not a good approximation of 
the ideal trihedral. The response at C-4.93lR5.07, indicated by the arrow 
pointing left, is of the same type. The response at C1.44lR-5.66, indicated 
by the horizontal arrow at nearest range, has a complicated amplitude and 
phase function, and thus indicates a cavity of complicated design. The 
response at C4.43IR-2.45, indicated by the arrow pointing up, is another 
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complicated cavity which also has complicated amplitudelphase properties. 
The planar phase function of the response at C8.251R-1.16, indicated by the 
arrow pointing down, marks a good trihedral corner reflector in this position 
on the vehicle. 

4.3.3.2 The  T ruck  a t  a Di f ferent Aspec t  Ang le  

Figure 4.16 shows a front view of the off-highway truck. Even from the 
intensity image it is fairly easy to determine that the vehicle has a rectangular 
shape. The main problem for outline, length, and width measurements is to 
find the far vehicle-corner of the illuminated long edge in the vehicle image. 
As before, we analyze the responses along the illuminated long edge to deter- 
mine actual scatterer positions, and fit a straight line to the measured posi- 
tions along the edge. We search along this line for the response that is 
farthest away. 

This search yields a vehicle-corner in agreement with the dotted out- 
line. However, there are strong responses further along the vehicle. We must 
investigate whether the strong responses are on the vehicle. Most rectangular 
vehicles are designed such that few strong scatterers lie beyond the last 

-30 -20 -10 0 10 20 30 
Crossrange (gates) 

Figure 4.16 Off-highway truck at a different aspect angle. 
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scatterer of the long edge. If the strong image responses are on the vehicle, it 
is probably not rectangular. 

We find the level of the weak spurious responses (usually delayed 
responses) generated by the ground vehicle in the vicinity of the nonillumi- 
nated short edge. We then examine all responses in this vicinity that exceed 
the level of the spurious responses by 12 dB (allowing us to use the TSA), to 
determine whether they have the properties of responses from a single or two 
scatterers. Those that do not have these properties are rejected. If at least two 
responses are accepted by this test, the perpendicular projection of the far- 
thest accepted response onto the long illuminated edge is compared with the 
position of the farthest response detected along the illuminated long edge. 
The end of the vehicle is taken to be along a line perpendicular to the long 
edge through that one of the two responses that yields a larger vehicle length. 

The primary responses of interest, because they exceed the background 
significantly, are the ones marked by arrows in Figure 4.16. As an example, 
in Figure 4.17 we show the transform of the marked response in Crossrange 
Gate -3.84. This is not an acceptable amplitudelphase pattern. Similarly, 
the transform of the marked response in Range Gate 26.54 is shown in 
Figure 4.18. This is an illustration of a different type of unacceptable ampli- 
tudelphase pattern. In these illustrations we used image cuts in the range gate 
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Figure 4.17 Transform of the response in Crossrange Gate -3.84. 
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Figure 4.18 Transform of the response in Range Gate 26.54. 

or crossrange gate of a response. However, as image cuts are examined in 
directions other than fixed range or fixed crossrange, the strange properties of 
the transforms of the responses become even more indicative of spurious 
responses. 

The response at the closest range that cannot be rejected by such analy- 
sis is the one at C-10.25lR21.46. An examination of the image cuts over 
360" in the image domain does not permit labeling the response as spurious, 
so that it must be accepted as a genuine target response. It happens that a line 
perpendicular to the long illuminated edge that passes through this response 
also passes through the response found in the earlier search. Hence, in this 
instance both responses define the same far edge. 

The two vehicle-corners of the near illuminated edge are found in the 
same manner as previously illustrated. When length and width are deter- 
mined from the three vehicle-corner scatterers, the errors in both length and 
width are 0.1 5m. The vehicle width was measured too large, so that we have 
a measurement error rather than an error in determining the observable scat- 
terers (which can yield only a smaller vehicle length). This vehicle has a con- 
siderable height, and in estimating which scatterers determine the observable 
length we must take into account that scatterers at larger heights will appear 
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at shorter ranges when the depression angle of the SAR beam is not zero. We 
also note that the analysis of the responses along the long illuminated edge 
shows that the responses near the end are somewhat shifted from the line 
defining the edge toward the center of the vehicle. In other words, one can 
determine that the last part of the vehicle has a smaller width, or its scatterers 
are at a lower height. However, these details might not be needed for success- 
ful vehicle identification. 

As already mentioned, from the relatively low level of the responses 
along the long edge we deduce that the vehicle does not have the solid cup- 
shaped wheels often found on armored vehicles. This is at least an indication 
that the vehicle is wheeled rather than tracked. All of the features discussed 
above can be measured regardless of the aspect angle of the vehicle. Although 
there are features that can be observed only within certain aspect angle sec- 
tors, as is the case with all types of targets, the most important use of these 
features lies in the positional match. Analyzing the stronger of the image 
responses so as to determine the rangelcrossrange positions of the associated 
scatterers, and finding the wave-trapping features from photographs of 
the vehicle in all three coordinates, leads to the positional match shown in 
Figure 4.19. The few discrepancies between measured and actual scatterer 
positions come from the inadequacy of the available photographs of the 
vehicle. 

We do not show positional matches between images at different aspect 
angles for either the off-highway truck or the flatbed truck to be examined 
next, because the situation is similar to that illustrated for the howitzer and 
the tank. 

4.3.4 Example 4: Measurements and Characterization for a Flatbed Truck 

4.3.4.1 The Flatbed Truck Viewed at 38" 

An image of a flatbed truck is given in Figure 4.20, with the truck's outline 
given by the dotted rectangle. By comparison with the images of the first 
three vehicles, the outline of the truck is ill defined in the peaks plot image. 
However, we again note that a response peak often comes from the contribu- 
tions from two scatterers, and that the analysis of the complex responses 
along the edge will generally give much better defined edges than will a peaks 
plot image. In this instance, when the edges are determined in the manner 
explained for the howitzer, we obtain the solid lines shown in Figure 4.20. 
Since the nonilluminated edge is defined by only a few responses, the meas- 
urement of the vehicle's width cannot be expected to be very accurate. 



Ground Vehicle Identtjcation 327 

Figure 4.19 Positional match for the off-highway truck. 

In order to compare these measurements with the actual vehicle data, 
we must determine the effective scatterers observed by the radar along the 
edges. At least for the short edges these scatterers depend on the orientation 
of the vehicle. Although the orientation of a stationary vehicle can be deter- 
mined from the image, it is more accurately found from the positional match 
illustrated below, so that for a vehicle with a good positional match we can 
also measure length and width more accurately. When a photograph of the 
vehicle is examined to determine where the wave-trapping features seen by 
the radar are located, the comparison with the length and width derived from 
the measured outline shows a length error of 0.10m and a width error of 
0.16m. 

This positional match uses only the positions of the scatterers derived 
via the TSA from the 15 strongest responses of the image. Since no turret 
is indicated in the image, the scatterers to be used for the match need not 
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Figure 4.20 Image of a flatbed truck. 

be restricted to those close to the edges. Photographs of the vehicle were 
analyzed to find the scatterers that should be observable, and their three- 
dimensional positions on the vehicle were determined. The resulting posi- 
tional match is shown in Figure 4.21. Three measurements are not matched 
by actual scatterer positions, and one scatterer position is not matched by a 
measurement; otherwise the positional match is excellent. The response cor- 
responding to feature A can be found by analyzing the image, but it is so 
poorly resolved from a much stronger nearby response that it probably could 
not be measured in an automated system. The missing scatterers for the three 
unmatched responses can be explained by the lack of appropriate views in the 
photographs available to us. 

4.3.4. The Flatbed Truck at a Different Aspect Angle 

The image of the flatbed truck at a different aspect angle is shown in 
Figure 4.22. Among the images shown in this chapter, it has the most severe 
problem with spurious responses. The more significant of these responses, 
recognized from the amplitudetphase patterns in image cuts through their 
peaks, are marked by arrows. They will be briefly discussed in order to indi- 
cate the types of spurious response to be expected with ground vehicles. 
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Figure 4.21 Positional match for the flatbed truck. 
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Figure 4.22 Image of the flatbed truck at a different aspect angle. 
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Response 1 is one of the many delayed responses that can be observed 
in the image of a ground vehicle, even though weaker than the usable genu- 
ine responses. Responses of this kind are generated, for example, when the 
radar wave travels along a dihedral and is reflected at the end. If good photo- 
graphs of the vehicle are available, such structures can be readily identified. 
In principle, the response can be utilized to detect the presence and to deter- 
mine the location of a specific target feature. However, with automated iden- 
tification this might be too difficult, in which case the policy should be to 
identify and ignore spurious responses. This is easy in the present instance, 
because the delay is large enough to place the response outside the bounda- 
ries of the vehicle. This policy will rarely dismiss genuine responses, as gun 
barrels oriented away from the radar usually generate only weak returns that 
cannot be detected in the background anyway. 

Responses 2 and 3 come from rough areas on the ground. Ground 
responses can sometimes be strong enough to interfere with the determina- 
tion of the vehicle outline, so that a mechanism is needed to distinguish a 
ground response from a vehicle response. This is indeed possible, because the 
backscattering from the ground is not dominated by wave-trapping features, 
as it is for the vehicle. The analysis of both Responses 2 and 3 shows ampli- 
tudelphase patterns so unusual that we cannot use the analysis methods 
developed for man-made targets. When a response of this kind is encoun- 
tered, it should be ignored. 

Responses 4 through 7, which are spurious responses generated by large 
cavities (again, recognized from the patterns of the transforms of image cuts), 
are more problematic. Since such responses can occur far away from the 
responsible cavity, they could degrade identification performance, primarily 
by simulating scatterers in positions where a particular vehicle has none. As 
explained in detail in [I],  in principle these sideband responses occur in sets 
arranged along some smooth arc, with generally curved phase functions but 
with image cuts in which the phases are linear all meeting in one point. The 
responses are identifiable in principle, but in practice the responses of such a 
set may be poorly resolved and may be subject to interference from other 
responses, genuine or spurious, so that the direction of phase linearity may 
not be easily measurable. There are indications, not yet confirmed, that 
such a spurious response might be more easily discriminated by measuring 
the width of the angular sector in the image domain over which the ~ h a s e  
function is essentially straight. This sector appears to be much sharper 
for a spurious sideband response than for a genuine response. We again 
note that such refinements should not be necessary for successful vehicle 
identification. 
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4.3.5 Assisting the Positional Match 

In our earlier discussions we emphasized the positional match as an impor- 
tant tool for target identification, utilizing those scatterers for which we can 
only measure positions. With a target such as an aircraft, there are indeed 
many features for which we can extract no more than positions. For example, 
when utilizing the positions of a number of antennas on the fuselage, it is 
hardly possible to also determine the types of antenna. The situation is differ- 
ent for ground vehicles, which by their designs have a larger variety of fea- 
tures. We can greatly improve the contribution of the positional match to 
target identification $we also utilize scatterer characteristics in the matching 
process. If we are able to associate an image response with a specific scatterer, 
we can constrain the positional match and make it more effective. As an 
example, if we can identify the response from the first wheel of the vehicle, 
we can fix that feature in each template we match to the measurements. 

More generally, if we can extract specific characteristics from any of the 
responses, we can compare this information with the characteristics of the 
associated scatterer. If the response has a planar phase function, for example, 
and the feature matched to the response is a trihedral corner, the correctness 
of the association is enhanced. O n  the other hand, if the feature is an 
extended cavity, the match to a response with a planar phase function would 
be penalized. We will expand on the topic in the following, using the last 
image of the truck, Figure 4.22. We analyzed the major responses in this 
image, rejecting the spurious responses as discussed above, and measuring the 
positions of the scatterers associated with the genuine responses. The scatter- 
ers were identified in photographs of the vehicle. The template match 
between the measured positions of these scatterers and the scatterer positions 
extracted from the image is shown in Figure 4.23. We will now examine the 
characteristics of various responses and relate them to the design of the asso- 
ciated vehicle features. 

A: Flatbed Corner 

Feature A of the truck is the trihedral corner at the far end of the truck bed. 
The phase function of the ideal trihedral is planar, and the deviation of the 
actual trihedral from the ideal can be determined from the curvature of the 
phase function, which gives the effective width and depth of the trihedral. To  
perform the measurement of width in crossrange, we take the transform of 
a fixed-range image cut through the response and make the measurement 
in accordance with Figure 4.2, always measuring the phase slope before any 
rapid change that might occur near an amplitude minimum or a sharp drop 
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Figure 4.23 Positional match for the flatbed truck. 

in the amplitude. In this instance we measure an effective crossrange width of 
6 cm, which is relatively small considering the size of the feature and the 
strength of the response. When we take the transform of the fixed-crossrange 
image cut through the response, so as to determine the range extent of the 
feature, we find that the phase function has an inflection point rather than 
being monotonically curved. This means that the range extent is too small 
to be measured. The two measurements imply that the feature is a good 
approximation of an ideal trihedral. 

9: Brace of the Flatbed Sidewall 

There appears to be a trihedral reflector formed at the base of the brace on 
the outer sidewall of the truck bed, so that the phase function of the response 
should be planar. An examination of the response shows that the phase func- 
tion is indeed linear for an image cut in any direction in the image, signifying 
a planar phase function. 

C: Headlight 

The headlight is within a metallic enclosure, and thus acts as a cavity reflec- 
tor. If the shifting of the phase center due to the changes in the aspect angle 
or frequency is relatively weak, the phase function of the response is curved. 
We then can perform extent measurements of the type already illustrated. 
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O n  the other hand, as the shifting of the phase center becomes larger, the 
response starts to spread into a set of sideband responses, perhaps not fully 
resolved. The measurement algorithm used in Figure 4.2 then does not 
work. If the analysis in the range gate of the response results in only two scat- 
terer positions, but if the two scatterers are measured to have nearly the same 
ranges, the response is assumed to come from a single cavity. This is the 
situation in the present instance. Thus the predicted feature of a headlight 
and the measured response characteristics agree. We can take the difference 
between two measured scatterer positions as the feature extent. 

D: Vertical Exhaust Pipe Next to the Cabin 

The exhaust pipe by itself does not backscatter sufficiently strongly to be 
observed by the radar. For this aspect angle, the hole at the end of the pipe is 
turned away from the radar, so that it cannot be seen. However, the attach- 
ment of the pipe to the edge of the driver's cabin forms an irregular corner, 
which would be expected to have a shifting phase center. The measurement 
agrees with these postulates. The phase center is slightly shifting as a function 
of aspect angle, and produces a curved phase function. With the same 
method as used in Figure 4.2, we find an effective crossrange width of 16 cm. - 
This appears reasonable in view of the specific design of the attachment. The 
phase curvature in range is very small, which means that the range extent of 
the feature is small. This likewise agrees with the design of the feature, which - 

has the appearance of an irregular vertically oriented dihedral. 

E: Inside Trihedral Corner 

A trihedral cornet is formed by the underside of the chassis, a vertically ori- 
ented plate along the length of the vehicle, and a vertically oriented metallic 
mudguard. The degree to which this feature approximates an ideal trihedral 
can be determined by measuring the phase linearity of the response in range 
and crossrange. However, there is also a metallic box nearby that introduces a 
complication. Measurements give a crossrange width of about 8 cm and an 
unmeasurably small range depth, which imply that the feature is effectively 
nearly an ideal trihedral. 

E Corner of the Bumper 

This reflector is essentially a point scatterer, so that its response is barely 
strong enough to be observable even in the low-level background. If the 
interference allows measurement of the phase function with adequate accu- 
racy, it should be planar. Measurements on image cuts spread over 360" in 
angle in the image domain show that the phase function can be measured 
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despite the weakness of the response, and that the phase function is indeed 
planar. 

G: Headlight 

This is similar to the first headlight, but in that case the radar sees the adjoin- 
ing hood, whereas in this case it sees only the enclosure of the bulb. The 
analysis shows the same type of response, except that the crossrange spread is 
not as severe as it is for the other headlight. 

H: Light 

This is a small light, perhaps a turn indicator, but it is also within a metallic 
enclosure. Thus one would expect the behavior of a cavity-type reflector, but 
because of its small size the phase function of the response should be only 
slightly curved, with much smaller spreading of the response than in the case 
of a headlight. If this is the case, then we should be able to measure the size of 
the feature. We can indeed perform the type of measurement indicated in 
Figure 4.2. This measurement gives a crossrange width of 15 cm, consistent 
with the actual width of the feature when viewed from the front. The range 
extent of the feature is not measurable in this case. 

This feature is formed by a metallic, vertically oriented mudguard and a 
metallic box that leaves a small space between the box and the mudguard. 
The feature thus acts as a cavity. Viewed from the side of the vehicle, the cav- 
ity is relatively narrow, but it extends substantially into the vehicle, so the 
measurement should indicate a cavity of small crossrange extent but large 
range extent. Examination of the image cut in the range gate of the feature 
shows that the crossrange width of the cavity is unmeasurably small. The 
range depth, on the other hand, is found to be 5 1 cm, which is in agreement 
with the physical appearance of the feature. 

J: Corner Formed by a Metallic Box and the Step to the Cabin 

This feature forms a trihedral corner, so that a planar phase function should 
be expected. However, the interference is so heavy within an angular sector 
of several tens of degrees about the fixed-crossrange image cut that the phase 
curvature cannot be measured. Within the remainder of the angular sector 
the phase function is linear. Where the measurement can be performed, it 
thus agrees with the expectations. 
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K: Outside Mirror 

The available photographs do not show sufficient detail to evaluate the 
expected backscattering characteristics of this mirror. In such situations only 
the scatterer position can be used. 

L: Brace on the Flatbed Enclosure 

The bottom of this brace acts as a small trihedral, so that the response should 
have a planar phase function. However, there is a metallic ring close by, 
which might influence the backscattering in a way that cannot be predicted 
at this time. For this feature we thus would not attempt to predict the 
backscattering characteristics. The analysis of the response shows that extent 
measurements cannot be performed because of interference. 

M: Trihedral Corner Formed by Mudguard and Chassis 

This feature is only a poor approximation of a trihedral corner, because the 
angle of one of the sides with respect to the other is much less than 90". 
Accordingly, we would expect a feature with a strongly shifting phase center 
and a significantly curved phase function. This is confirmed by an analysis of 
the response. Not only is the phase function curved, but the amplitude func- 
tion is more indicative of two scatterers than one. 

N: Inside Fender Corner 

This "corner" has a very complicated shape, for which we can merely predict 
that the amplitude and phase responses will be complicated. This is indeed 
verified. The response is so complicated that, at least at the time of this writ- 
ing, we could not measure extents. 

0: lnside Fender Feature 

This feature is an extension of feature N. Again, it is so complicated that all 
we can predict is a complicated response. This is again verified by the actual 
response. 

P, Q: Rear Wheels 

The rear wheels have deep hubs. However, the hubs have such large diame- 
ters that they act as concave features whose effective reflection points are 
where the incidence of the beam is perpendicular. This point will shift 
slightly with aspect angle. Thus we would expect the phase curvature to be 
small, and this is verified from the two responses. 
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4.3.6 Section Summary 

Stationary vehicles are the only targets of practical interest that allow a very 
accurate measurement of length and width, provided the quantities are 
defined by the wave-trapping features nearest the corners of the vehicles. 
They are also the only targets that always allow the use of high crossrange 
resolution, and the measurement of feature characteristics when resolution is 
sufficient. 

An accurate target outline is the most important feature in the identifi- 
cation of stationary ground vehicles. This is supplemented by special fea- 
tures, such as the presence of a turret and the number and type of wheels, and 
the positional match of nonrecognizable features. The section describes how 
to measure these features. 

Measurable features persist over aspect sectors on the order of 25". The 
utility of nonrecognizable features can be greatly enhanced by comparing 
measured scatterer characteristics as well as positions to those of the predic- 
tive database. 

4.4 ldentification of Moving Ground Vehicles 

This section is the heart of Chapter 4, treating the most difficult radar identi- 
fication problem. Although the same processing steps are used regardless of 
the type of vehicle and its behavior, they must be used in a highly adaptive 
manner. Also, the measurements that can be performed on a moving ground 
vehicle depend very much on the type of vehicle and its behavior. A reader 
with a casual interest in the identification of moving ground vehicles can 
obtain a good understanding of the problem by readini ;he text without fol- 
lowing the details illustrated in the figures. 

This chapter is peculiar in that, among the targets considered in this 
book, it treats both the most easily identified (stationary ground vehicles) 
and the most difficult to identifjr (moving ground vehicles). The variety of 
conditions under which moving ground vehicles must be identified necessi- 
tates a complicated image-formation process. However, we wish to empha- 
size that the same two and a&lysis steps are used under all conditions: 
estimating an appropriate imaging duration and determining intervals when 
individual scatterers can be well imaged. The complications arise when the - 
longest interval during which most scatterers can be well imaged is shorter 
than the appropriate imaging duration. Then we must investigate whether 
we can improve the situation by varying the motion compensation or by util- 
izing only part of the available dwell. 
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The treatment of moving ground vehicles must be quite different from 
that of stationary gound vehicles. With stationary ground vehicles, we 
obtain SAR images of high quality (even if the radar is not a surveillance sys- 
tem), so that the only task is to extract as much information as possible from 
the images. The variations from one vehicle to the next are insignificant. 
With a moving ground vehicle, there is the additional problem of generating 
a usable image. The of such an image will depend heavily on the type 
of vehicle and its behavior. Since we have given many examples of extracting 
information from images of stationary gound vehicles, for moving ground 
vehicles we will concentrate on the image-formation process and the differ- 
ences in the image analysis procedures when good images cannot be formed. 
When we give a moving vehicle the same designation we earlier gave a sta- 
tionary vehicle, we imply that it is the same vehicle observed when it is mov- 
ing rather than stationary. 

4.4.1 Peculiarities of Moving Ground Vehicle Identification 

It is simpler to identify stationary gound vehicles than moving ones because 
the steady platform motion of a SAR system, rather than an erratic target 
motion, provides crossrange resolution for the former. This allows the same 
analysis and identification procedure to be used on each stationary vehicle 
image, regardless of the type of vehicle. The SAR system also provides images 
for moving gound vehicles, but these images are highly smeared because 
of the vehicle motions. The SAR system compensates only the motion of 
the platform, with the ground vehicle motion remaining. Depending on the 
motion characteristics and, to an important degree, also on the type of vehi- 
cle, each image may have to be formed and analyzed differently. The decision 
of how to proceed with the processing must be based on the analysis of the 
smeared vehicle image provided by the SAR system. Thus, fully adaptive pro- 
cedures are needed. Since a particular vehicle may be going slowly or rapidly, 
straight or in a circle, and on a good road, a poor road, or off the road, the 
requirements on the adaptivity of the processing procedure are extraordinary. 

In one particular respect, moving ground vehicles represent a special 
situation that requires a treatment different from that for other moving tar- 
gets, such as aircraft or ships. With the latter types of target, one can either 
perform a good motion compensation or selectively reduce the imaging 
interval to such a small duration that a simple motion compensation is ade- 
quate. In these applications we can realize the inherent Doppler resolution of 
radar, implemented with the use of the TSA. With moving gound vehicles, 
we often have a situation where an adequate motion compensation is not 
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possible. This means that Doppler resolution (which requires constant- 
Doppler motions) cannot be sufficiently well implemented, and the TSA 
becomes inapplicable. We still may be able to resolve scatterers in crossrange 
and to measure the crossrange positions of the scatterers, but not by such 
"automatic" procedures as FFT processing and application of the TSA. 
Instead, we must take transforms in the range gates of responses and analyze 
the amplitude and phase patterns in a more basic manner, interpreting the 
phase function in intervals where the amplitude happens to be reasonably 
constant. These procedures will be illustrated where applicable in our exam- 
ples. The point is that the processing and analysis for moving ground vehicles 
must necessarily be much more varied than for stationary ground vehicles. 

The data used in all our examples were collected by SAR systems. 
Thus, the SAR processor compensates the motion of the radar platform and 
forms an image with the standard motion compensation for stationary 
ground vehicles. If the SAR scene contains moving ground vehicles, their 
motions with respect to the ground will not have been compensated. The 
constant range rate component of a vehicle's motion causes the image to be 
shifted in crossrange, and a changing range rate smears the image, as does the 
varying range rate component of the vehicle's motion about its center of 
gravity. The situation is much the same as if a stationary radar observed the 
moving ground vehicle, with the image formed without a motion compensa- 
tion. The procedures developed in the following thus work equally well with 
any radar that tracks the vehicle over a time long enough to achieve the 
desired or obtainable crossrange resolution. Restricting the treatment to 
ground vehicles in SAR scenes does not narrow the scope of applicability of 
the processing techniques. 

4.4.2 Consequences of Different Types of Motion 

Because of the large variability of conditions under which moving ground 
vehicles must be imaged, we start with a description of the effects that differ- 
ent types of motion have on imaging and identification. The later sections 
will present illustrations of representative cases. 

The type of information that can be extracted from an image varies 
from case to case. This information can be broadly categorized into three 
classes: (1) length and width of the vehicle, (2) scatterer positions for the 
positional match, and (3) special features, including scatterer characteristics. 
In the illustrative examples we present in the following sections, we always 
use a single motion compensation over an entire vehicle. As will be discussed 
later in more detail, there is at least the theoretical possibility of extracting 
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more features by varying the motion compensation over the vehicle. We will 
consider this topic because it might be practical when the radar uses a higher 
range resolution than in our examples, although we doubt this. For the situa- 
tions represented by our examples, varying the compensation over the target 
does not appear practical, at least not for an automated system. 

In the best case, we can perform all types of measurement on a moving 
ground vehicle that can be obtained on a stationary ground vehicle. The 
quality of these measurements may not be as high, but they are good enough 
to use in the identification process. Specifically, we can form an image good 
enough to allow measuring length and width of the vehicle, scatterer posi- 
tions, and special features. This case arises primarily when a vehicle is turn- 
ing, so that the turning Doppler dominates over the Dopplers generated by 
motions about the center of gravity and bouncing. The combination of the 
vehicle's design, the surface on which it moves, and its speed determine when 
this case exists. For example, a heavy and rigid armored vehicle will more 
likely fit this case than a lightweight vehicle. Since it rarely will be possible to 
measure the aspect angle of the vehicle by tracking it over a longer period, the 
basic requirements for a length and width measurement are that the vehicle 
have a rectangular outline and that both the long and the short illuminated 
edges can be measured accurately enough to determine the crossrange scale. 
This means that the width measurement will become too inaccurate for 0' and 
180" aspect angles, and the length measurement for the broadside aspect. 

The measurement of the short illuminated edge will be the first meas- 
urement to fail when the situation deteriorates. Except in the special case of a 
small aspect angle, where the vehicle length can still be measured, and the 
special case of near broadside, where the (less important) vehicle width might 
be measurable, we cannot determine vehicle length and width when only one 
vehicle edge is well defined. This is a very important shortcoming. We  still 
may be able to recognize the presence of a turret, count the wheels, or meas- 
ure scatterer characteristics. In general, however, the two-dimensional posi- 
tional match will be most important for identification. Here the unknown 
crossrange scale is accommodated by stretching each template in crossrange 
until it gives the best match. This case occurs when the turning or transla- 
tional motion does not generate sufficiently high Dopplers to dominate over 
the Dopplers from the irregular components of the motion about the center 
of gravity or from bouncing. Crossrange resolution then often cannot be 
made high enough for a sufficiently accurate definition of the short illumi- 
nated edge. 

As the situation further deteriorates, measuring special vehicle features 
becomes progressively more difficult. Shadowing by a turret may not be 
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recognizable, for example, and the quality of the image responses may not be 
good enough to allow measuring scatterer characteristics. This case is likely 
to arise when the vehicle is moving along a straight line, and significant 
irregular motion about the center of gravity and bouncing occur. Again, 
much depends on the construction of the vehicle. 

The motion of a vehicle can easily become so complicated that bend- 
ing, bouncing, and vibration dominate. Essentially all that can be measured 
under these conditions are the range positions of the scatterers, usually of the 
scatterers along the long illuminated edge. The motion of the vehicle may 
still allow resolving the scatterers in crossrange, but the crossrange accuracy 
will be so poor that crossrange positions have little utility for vehicle identifi- 
cation. Note, however, that this is stillfar better than using an ordinary range 
profile, which gives the interference patterns from scatterers in the same range 
gates. This case will typically arise when vehicles move along straight paths 
on uneven surfaces, in particular at higher speeds and for lightweight 
vehicles. 

4.4.3 General Processing Procedures 

For orientation purposes, we now give a simplified summary of the process- 
ing steps that extract the information needed for vehicle identification from 
the radar return. The assumption is that the smeared image of the moving 
vehicle has been detected in the SAR scene, which may require a SAR system 
with clutter cancellation. In the case of SAR surveillance radar, the available 
imaging time will typically be much larger than needed, or usable, to image 
the moving vehicle. A great deal of adaptivity is required in the selection 
of an appropriate imaging interval. The feature extraction procedures are 
the same as for images of stationary gound vehicles, but the quality of the 
obtainable information will generally be much lower. Also, the type of infor- 
mation that can be extracted depends on which motion condition exists. The 
discussions in the following sections explain the processing steps in creating 
an image of a moving gound vehicle and the underlying reasons for these 
steps, with illustrations from representative cases. At the end of this chapter 
we give a brief summary of how the processing steps may be automated. 

4.4.3.1 Step 1: Excise the Smeared Image of the Vehicle from the SAR Scene 

Select the range gates that cover the smeared image of the vehicle. Also, select 
the crossrange gates that cover the vehicle image, making sure that even the 
lower-level returns of the smeared responses are included in the window. 
Choosing the range window too large merely affects the processing load. The 
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crossrange window should not be larger than necessary because unnecessary 
clutter might be included, even in the case of a system with clutter cancella- 
tion (which does not work perfectly). This is a simple processing step. 

4.4.3.2 Step 2: Transform the Area Excised from the SAR Scene into the 
Raw Data 

AnFFT over crossrange of the excised data produces the sequence of range 
profiles over the selected range window, and over the observation time of the 
SAR system (with the platform motion removed). A subsequesnt FTT over 
range yields pulse-frequency data. This is another simple processing step. 

4.4.3.3 Step 3: Form a Survey lmage for Analysis of the Vehicle's Behavior 

A standard motion compensation is applied to the excised data (range com- 
pensation based on the range centroid of the entire vehicle or a dominant 
scatterer, followed by Doppler compensation of the Doppler centroid of the 
entire vehicle or a dominant scatterer). The resulting survey image will essen- 
tially be the same as if the moving ground vehicle had been observed by a sta- 
tionary radar. This is the same type of processing step as used with aircraft, 
except that it is only for survey purposes. 

4.4.3.4 Step 4: Analyze the Survey lmage and Form the Final lmage 

This step requires highly adaptive procedures. Ideally, one should form the 
survey image over the entire available observation time, estimate crossrange 
resolution by comparing the crossrange spread of the vehicle image with the 
typical size of a ground vehicle, and then form a new image over a shorter 
time interval chosen to give the desired crossrange resolution (not more than 
needed) during the target? smoothest motion. In practice, this requires search- 
ing for responses in the full image for which Fourier transforms of fixed- 
range image cuts have sufficiently constant amplitude functions to make 
their phase functions meaningful measures of scatterer motion, or for which 
the transforms correspond to two interfering dominant responses. Then one 
can select the subinterval with the smoothest motion. Such transforms often 
cannot be found in the full image. Then it is necessary to shorten the imag- 
ing interval, try finding the appropriate transforms, and iterate until one suc- 
ceeds. Even when one obtains an image that permits the analysis of 
responses, it still may be desirable to shorten the imaging interval further, so 
as to select an interval in which the amplitude is very constant and the 
motion is very smooth. We will refer to an image formed over such an inter- 
val as the "final image." 
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Forming a usable image is particularly difficult for wheeled vehicles, 
which have a lighter construction than treaded vehicles. If the vehicle is flex- 
ing and vibrating, scatterers close to each other in the image may have signifi- 
cantly different motions (e.g., scatterer at different heights). Under these 
conditions a motion compensation cannot be performed over a sufficiently 
long time that the crossrange positions of scatterers can be measured with 
useful accuracies. Nevertheless, crossrange resolution even then is still useful 

7 

because it separates responses in the same range gates, allowing higher range 
accuracy. 

This processing step, the formation of a usable image, is difficult and 
very involved. It can be fully understood only through examples that illus- 
trate the various difficulties and their solutions, and we provide these exam- 
ples in much of the remainder of this chapter. The significance of these 
examples is difficult to grasp without a prior explanation of the issues and 
their solutions, yet such an explanation cannot be appreciated without the 
examples. For this reason, we start by giving an overview of a flowchart 
that describes the various processing operations, next present the illustrations 
(Sections 4.4.4 through 4.4.7), and then discuss the flowchart in detail 
(Section 4.4.8). 

Figures 4.24,4.25, and 4.26 are three versions of a flowchart that gives 
an overview of the processing step. Figure 4.24 shows the core operations of 
the processing, outlined in bold, as well as the image formation algorithms 
for the various types of motion. The core operations are the estimation of the 
image duration required if we are to measure crossrange positions with an accu- 
racy that is use&lfor identification, and the determination of time intervals dur- 
ing which scatterers can be well compensated These operations allow us to 
select an imaging interval of appropriate crossrange resolution and as smooth 
a motion as possible. The examples of Sections 4.4.4 through 4.4.7 concen- 
trate on these core operations. 

Figure 4.24 shows how the appropriate imaging interval depends on 
the motion conditions. If the dwell is very short or if the target and the plat- 
form are on a near-collision course, so that only low crossrange resolution 
is achievable, we cannot afford to reduce the imaging interval. Fortunately, 
motion compensation is straightforward under these conditions, so using the 
entire dwell is possible. When the target moves smoothly in a straight line or 
in a slow turn, some crossrange resolution is attainable and the translational - 
Doppler changes generally dominate those from irregular motion. For these 
conditions, we choose an imaging interval when the irregular motion is 
small, so that a good compensation is possible. If the target moves smoothly 
in a rapid turn, we can achieve excessive nominal crossrange resolution. 
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However, even in a smooth turn, the target may be bending, flexing, or 
rolling. These motions complicate the interpretation of scatterer Dopplers, 
so we image over an interval when rigid-body yaw motion dominates and 
gives sufficient crossrange resolution. 

When the target moves roughly, Doppler changes caused by irregular 
motion generally dominate those from translational motion. If the transla- 
tion is linear or a slow turn, the differing motions of the scatterers, particu- 
larly scatterers within the same range gate, typically prevent the selection of a 
single imaging interval that gives good crossrange resolution for all the scat- 
terers of the target. We must measure each scatterer's position in an image 
that gives good resolution for that scatterer. If the translation is a rapid turn, 
only a short interval is needed to achieve sufficient crossrange resolution. 
Despite the rough motion, there will often be a surplus of usable imaging 
time. When this is the case, we image when rigid-body yaw motion 
dominates. 

The path followed through the flowchart is determined by the motion 
conditions, which are not directly measurable. However, they manifest 
themselves in the relative durations of the available dwell, the imaging dura- - - 

rion necessary to measure crossrange positions with usable accuracy for iden- 
tification, and the longest interval allowing a majority of strong scatterers to 
be well compensated. Figure 4.25 shows the flowchart in terms of these rela- 
tive durations. If the translational Doppler changes are comparable to the 
Doppler changes from irregular motion, as is often the case for slow turns 
and for rough rapid turns, determining when individual scatterers can be 
well compensated may require us to recompensate data and examine images 
of varying duration, as we did with aircraft (see Figure 3.17). As shown in 

. - - 

Figure 4.25, recompensation accounts for the three loops of the flowchart, 
and the use of images of varied duration accounts for the remaining complexity. 

Figure 4.26 provides a more mathematical description of the branching 
through the flowchart. We postpone a detailed explanation of the flowchart 
until Section 4.4.8, because some of the rationale behind various operations 
and branching criteria will be better appreciated after reading Sections 4.4.4 
through 4.4.7, which give illustrations and more extensive discussions of the 
operations involved, for four different vehicles. We also note that the factors 
in Figure 4.26 (112, 114, 514) are approximate; we do not mean to imply that 
precisely these values would be used in an operational system. 

After creating an image, or images, with the procedure summarized 
in the flowchart, we must perform some additional checks before measuring 
scatterer positions. These checks require that we examine fixed-range cuts 
through strong responses, as we did when selecting the imaging interval. We 
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verify that scatterers can be well compensated over the imaging interval, and 
that nominal crossrange resolution is not excessive. If either condition does 
not hold, we reduce the imaging interval in the same manner as previously. 
In addition to the verification, we compare the scatterer motions derived 
from phase functions corresponding to.  transform intervals with constant 
amplitude. 

If the differences in the scatteter motions scale with the scatterer sepa- 
rations, the target motion is dominated by rigid-body rotation. In this case, 
we can improve the image quality by compensating one of the rigidly rotat- 
ing scatterers and then, if the differential motion is irregular enough or large 
enough, resampling or polar reformatting the data, respectively. Given typi- 
cal ground vehicle sizes, the resampling and reformatting steps will rarely 
be necessary, because we have already restricted the imaging interval to one - - 

of smooth rotation through a small angle. As a final compensation step, we 
remove any quadratic phase variation with time common to the strong scat- 
terers [I].  

If the target motion is dominated by rigid-body rotation, we measure 
scatterer positions by applying the TSA, as we did with stationary targets. 
If not, individual responses may be poorly compensated, so that the TSA is 
inapplicable, and we instead determine positions by measuring phase slopes 
corresponding to intervals of constant transform amplitude in fixed-range 
and fixed-crossrange cuts through each response. In either case, we attempt 
to extract length, width, and special features as we did for stationary targets. 

4.4.4 A Moving Off-Highway Truck 

4.4.4.1 The Off-Highway Truck Moving in a Slow Circle on Flat Terrain 

After detecting and excising the smeared image from the SAR scene and - - 
transforming the image data into the raw data, we arbitrarily select an imag- 
ing interval of 2.1 seconds and apply the standard motion compensation. 
The resulting image of the off-highway truck is shown in Figure 4.27. It is a 
fairly good image for a moving vehicle with only the standard motion com- 
pensation, the reason being that the relatively smooth turning motion domi- 
nates over the irregular components of the motion about the center of 
gravity. This survey image is the starting point for the image-formation step. 

First, we decide how long a data segment is desirable for imaging. The 
imaging interval should be long enough to provide adequate crossrange reso- 
lution, which depends on the size and orientation of the vehicle. The range 
of sizes of the vehicles of interest is known, and from experience we also 
know that the long illuminated vehicle edge should be divided into at least 
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Figure 4.27 Survey image for off-highway truck in a circle. 

20 to 30 resolution cells for reliable identification. In the case of the survey 
image of Figure 4.27, we reason as follows. The vehicle extends over about 
50 range gates, which is such a large number that crude crossrange resolution 
should be satisfactory. We must estimate over how many crossrange cells the 
vehicle image is spread for the 2.1-second imaging interval. 

The smeared responses appear as a series of dots in the various range 
gates. From the distribution of the response centers in crossrange, we can 
estimate the crossrange width (in each range gate) of the vehicle. For exam- 
ple, the response in Range Gate -9, along the lowest dotted horizontal line in 
Figure 4.27, is centered in about Crossrange Gate -20. The response in 
Range Gate -7, along the next lowest dotted horizontal line, is centered in 
about Crossrange Gate 20. The responses in Range Gate -3, along the unla- 
beled dotted horizontal line, are also centered in about Crossrange Gates -20 
and 20. Thus, we very crudely estimate a crossrange width of 40 gates. As we 
demonstrate below, this estimation can be done more accurately by examin- 
ing fixed-range image cuts. Assuming a practical vehicle width of 3m, the 
crossrange width implies that a good motion compensation would give a 
crossrange resolution of 7.5 cm. However, with the vehicle extending over 
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50 range cells, a crossrange resolution of even 0.5m (six times as wide as 
nominally implemented in the survey image) should be adequate. Thus we 
want to select a data segment roughly one-sixth as long as the one used for 
Figure 4.27. Note again that we do not want to implement a crossrange reso- 
lution higher than needed, even if a long observation time is available, 
because of the problems associated with high crossrange resolution. 

In reducing the imaging interval, we want to select the best avaihble 
data segment, with the amplitude functions of scatterers in different range 
gates as constant as possible and the phase functions as smooth as possible. 
T o  find a suitable data segment, we use the procedure common to all imag- 
ing and discussed many times before: Investigate fixed-range image cuts 
through strong or isolated responses to find transforms with sufficiently con- 
stant amplitude functions. However, because responses on moving ground 
vehicles are often smeared over many crossrange gates, finding acceptable 
transforms is more difficult than for other targets. 

We start with the range gate containing the strongest response, or Gate 
-9.31. The image cut in this range gate is shown in Figure 4.28. A poor 
motion compensation smears individual responses in crossrange, producing 
bell-shaped response envelopes. We can use the centers of these envelopes to 

-50 0 50 -0.4 -0.2 0.0 0.2 0.4 
Relative crossrange (gates) Relative time 

Crossrange in image (gates) Time (sec) 

Figure 4.28 Image cut in Range Gate -9.31 
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obtain a better estimate of the target's crossrange width than we can from the 
peaks plot. Only one envelope is evident in Figure 4.28, centered in about 
Crossrange Gate -1 5.  In general, the next step is to take the transform over a 
group of response peaks within a bell-shaped envelope (we hope that this is 
the smeared response from a single scatterer, but this must be verified via the 
transform). This is easy in the case of Figure 4.28, because there is only one 
such group. Thus we take the transform over the entire group, as shown in 
the right side of Figure 4.28. If the group of response peaks indeed repre- 
sented the smeared return from one dominant scatterer, the amplitude of the 
transform would be essentially constant. The strong, nearly periodic ampli- 
tude modulation in Figure 4.28 implies that two scatterers of comparable 
strengths are the primary contributors to the smeared response. 

The two scatterers in this range gate are unresolved. Thus, with the cur- 
rent compensation, they are not usable for selecting a good imaging interval. 
Should we have to recompensate the data because we cannot determine a 
good imaging interval from other range gates, the scatterers may become 
resolved and the range gate may prove usable for interval selection. In fact, if 
recompensation turns out to be necessary, and if we cannot find a range gate 
with a single dominant scatterer, we can apply the procedure for phase-slope 
tracking the stronger of two dominant scatterers to this gate, and use the 
resulting function to recompensate the data. 

Although the amplitude modulation implies that we cannot currently 
use the range gate for imaging interval selection, we can use the modulation 
pattern to measure the crossrange separation of the two scatterers. The transform 
amplitude function is unaffected by uncompensated target translation. 
Therefore, as we explained in connection with the TSA, the period of the 
amplitude modulation is the reciprocal of the scatterer separation. There are 
about nine cycles of the dominant modulation in the transform amplitude. 
Thus, the two scatterers are separated by nine crossrange resolution cells. In 
cases where the period is less obvious, it can be obtained from an FFT of the 
transform amplitude, with the transform phase set to zero (see Section 4.4.9 
and Appendix C).  

In order to estimate the target's crossrange width and to select a good 
imaging interval, we analyze other range gates in the same manner as we did 
Figure 4.28, searching for gates that contain single dominant scatterers or 
two scatterers that are more widely separated than those of Figure 4.28. 
Despite the fact that the responses from individual scatterers are highly 
smeared in the survey image, and that responses from scatterers in the same 
range cell may overlap, it is not critical to recognize how best to choose the 
boundaries of the transform window in order to obtain a transform with 



Ground Vehicle Zdentlfication 351 

essentially constant amplitude. If there is uncertainty with regard to the 
choice of the boundaries, these boundaries can be varied until the best result 
is achieved. This is simple in an automated system. 

One of the better image cuts through the survey image of Figure 4.27, 
shown in Figure 4.29, is in Range Gate -7.09. The cut shows two bell- 
shaped envelopes, one centered near Crossrange Gate 5 and the other near 
Crossrange Gate -35. The transform over the entire displayed interval shows 
a fast modulation with 35 to 40 cycles, corresponding to the separation 
of the two envelopes. This confirms the crossrange width estimated from 
Figure 4.27. The transform also shows a slower time-varying variation with - 
about seven cycles, corresponding to two scatterers within the stronger enve- 
lope. The transform over the stronger envelope, between the vertical cross- 
hairs of Figure 4.29, is given in Figure 4.30. The dotted rectangles in the 
transform indicate sections when the amplitude modulation is small enough 
to make the general phase trend meaningful, and when the phase is smooth. 
Based on our crossrange width estimate, only the two leftmost sections are 
long enough (at least one-sixth of the transform length) that the correspond- 
ing images are likely to allow useful crossrange position measurements. 

Relative crossrange (gates) Relative time 

Figure 4.29 Image cut in Range Gate -7.09. 
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Relative time 

Figure 4.30 Transform of the strong response of Figure 4.29. 

In general, one may find that a suitable time segment selected in one 
range gate is not good for another range gate, which happens when flexing or 
vibration are dominant. We must examine other range gates and determine 
whether an interval exists that is good for a majority of the strong scatterers 
on the target. If that interval is longer than needed for useful crossrange reso- 
lution, we choose a subinterval when the motion best approximates rigid- 
body yaw. If the interval is only long enough to give at least marginal cross- 
range resolution, we form a single image over the interval. If the interval is 
too short for useful crossrange resolution, we must utilize different images for 
different scatterers. 

Continuing, in Figure 4.31 we show the image cut in Range Gate 
27.37 and its transform, with the acceptable section of constant amplitude 
and smooth phase indicated by the dotted rectangle. The gray rectangles 
show the acceptable sections of Figure 4.30. The longest sections that are 
acceptable for both scatterers (between about relative times -0.27 and -0.17 
seconds and -0.13 and -0.03 seconds) are only about one-tenth the trans- 
form length, somewhat shorter than desirable. 

Examining other range gates in the same manner, we find that the 
longest imaging interval acceptable for most scatterers on the target is 



Ground Vehicle Identzjcation 353 

-50 0 50 
Relative crossrange (gates) Relative time 

1 " ' 1 ' 1 ' 1 7 1 ' 1 ' 1 7 1 ' 1  1 ' 1 ' ~ ~ ~ ~ 1 ' 1 ' ~ 1 ~ ' ~ ' 1 ' 1 ' ~ ' 1 ~ 1 ' 1 ' 1 ' 1 ' 1 ~ 1  

50 100 76.5 77.0 77.5 78.0 
Crossrange in image (gates) h e  (sec) 

Figure 4.31 Image cut and transform in Range Gate 27.37. 

between relative times -0.27 and -0.17 seconds, indicated by the box labeled 
4.32 within Figure 4.31. Because this interval is shorter than our estimate of 
the imaging interval required for usable crossrange position measurements, 
we must investigate whether we can find a longer interval by recompensating 
the survey image (this is the leftmost branch from the second-highest box of 
the flowchart of Figure 4.25). Unfortunately, recompensation does not pro- 
duce a longer imaging interval. Following the flowchart, we next examine a 
succession of reduced-duration images. These too fail to produce a longer 
imaging interval. The approaches did not produce a longer imaging interval 
in this case because they are designed to improve measurement conditions 
when uncompensated target motion causes strong scatterers within a single 
range gate to be unresolved. However, most of the strong scatterers on this 
target are located near its long illuminated edge. Most range gates contain 
just a single scatterer, in which case resolution is not an issue, or two scatter- - 
ers so close together that their resolution would require tracking and accu- - 
rately compensating the target's irregular motion, which is impractical. 

The longest common interval allowing good compensation, between 
relative times -0.27 and -0.17 seconds, is about 60% of the duration that we 
estimated will give good crossrange position measurement accuracy for most 
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scatterers. Thus, we expect that an image formed over this interval will give 
good accuracy for some fraction of the scatterers (this puts us at the box at 
the lower left of the flowchart). It will likely be a fairly high fraction for this 
particular target, which spans 50 range resolution cells and has most scatter- 
ers along one edge. Regardless of the particular target, the alternative to using 
an image formed over the too short interval is forming different images for 
different scatterers, which generally gives lower crossrange position accuracy. 

In general, even when the image-selection procedure produces a good 
compensation interval of sufficient duration, compensation will not give an 
image equivalent to thatfi.om a stationary vehicle. The reason is that the indi- 
vidual parts of the vehicle may not move in the same fashion, because the 
vehicle may flex and its parts may slowly vibrate in different ways. In our 
example, a check of the major responses shows that most move so that their 
phase functions are linear over the selected time segment. The image quality 
thus is expected to be as high as one can expect for a moving vehicle. 

After compensating the motion of a single scatterer, we must again 
examine fixed-range cuts through strong responses in the resulting image. If 
the phase functions of response transforms are sufficiently linear, no further 
motion compensation is needed. In principle, resampling and polar refor- 
matting may be necessary. In practice, we usually choose short enough imag- 
ing intervals that they are not. More commonly, we must compensate a 
nonlinear phase component common to most range gates, which we intro- 
duced by compensating a scacterer with a shifting phase center. 

In our example, the short imaging time makes resampling and polar 
reformatting unnecessary. The final image is shown in Figure 4.32, including 
responses within 34 dB of the strongest, with the approximate target outline 
given by the dotted rectangle. We see a scarcity of dots in the range gates 
containing strong scatterers. This is an indication of high image quality. It is 
easy to analyze the responses along the illuminated edge in Figure 4.32, and 
fit a straight line for a good definition of the edge. Although the two dots at 
closest range give an indication of the orientation of the front edge of the 
vehicle, the peaks of a peaks plot may not be generated by single scatterers 
and must be analyzed with the TSA, and the edge can be better determined 
by the procedure we applied to images of stationary vehicles: analyze an 
image cut through the two responses and several slightly displaced parallel 
cuts. With both illuminated edges defined, we can choose the crossrange 
scale so that the two edges are perpendicular to each other, and then measure 
length and width of the vehicle as for a stationary target. The measurements 
of length and width will be weighted for identification in accordance with 
the measurement accuracy, which can be estimated from the number and 
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Figure 4.32 Final image. 

quality of the responses used to define the two vehicle edges. The measure- 
ment accuracy is also affected by the orientation of the vehicle, which is 
favorable to the length measurement for this small aspect angle. 

To perform the two-dimensional positional match, we must determine 
the positions of the scatterers associated with the strongest responses of the 
final image, perhaps 20 in number (see Appendix H). We also measure the 
scatterer characteristics for sufficiently isolated responses, to help in the iden- 
tification process. In the present instance, we have the difficulty that the 
available photographs of the vehicle show mostly perspective views. This 
decreases the accuracy with which one can estimate feature positions and 
may preclude the use of some feature characteristics. 

The template match for the scatterer positions extracted from the 
image of Figure 4.32 is shown in Figure 4.33. A question mark in the list 
of features in Figure 4.33 means that we could not determine the nature of 
a specific feature observed in the photographs. Since the differences in the 
motions of the individual scatterers are small for this vehicle, and because of 
the short processing time, nonrigid target motion does not shift responses 
appreciably in crossrange. Thus, the discrepancies between measured and 
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Figure 4.33 Positional match for the image of Figure 4.32. 

predicted feature positions are caused by measurement errors due to interfer- 
ence, or by the inaccurate extraction of feature positions from photographs. 
Nevertheless, each extracted position agrees with a template feature, within 
extracted position uncertainties of 0.2 range resolution cells and 1.0 cross- 
range resolution cells, with template feature position uncertainties of 0.2m 
in each direction, and with angular uncertainties of 5". The match of 
Figure 4.33 appears adequate for identifying the vehicle even if other vehicles 
were of a similar size, not considering that we will also utilize length, width, 
and scatterer characteristics. 

To provide a feel for the necessity of the image interval selection 
process, we next perform a match for an image generated over a sufficient 
image duration for useful crossrange accuracy, but taken at an arbitrary time. 
We use the interval between relative times 0.19 to 0.36 seconds, indicated by 
the box labeled 4.34 in Figure 4.31. The figure shows that the new time 
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Figure 4.34 Image between relative times 0.19 and 0.36 seconds. 

interval is not well chosen with regard to either range gate. The image over 
the new time interval is shown in Figure 4.34, with the approximate target 
location given by the dotted parallelogram (it is not rectangular, because 
range and crossrange are not plotted to scale). Compared with Figure 4.32, 
there are more responses because of the longer imaging interval (higher cross- 
range resolution and worse motion compensation). This problem is only 
partly remedied by analyzing only the stronger responses. The aspect angle 
change between the two imaging times is too small to expect changes in the 
observable scatterers. The positional match for the new image is shown in 
Figure 4.35, using the same comparison template as in Figure 4.33. About 
one-quarter of the measurements and one-quarter of the comparison features 
do not match. 

4.4.4.2 The Off-Highway Truck Moving on a Smooth Straight Road 

Figure 4.36 shows the survey image of the vehicle, again generated by range 
centroid and Doppler centroid compensation of the image excised from 
the SAR scene. The high degree of smearing of the responses in crossrange 
implies a significant residual motion with nonconstant Doppler. The image 
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Figure 4.35 Positional match for the image of Figure 4.34. 

quality is poor despite the relatively smooth motion because in the absence of 
a turning motion the "vibration" Dopplers are more signz$cant relative to the 
Doppler due to the aspect angle change from the translational motion. The 
situation is better when the vehicle is moving in a circle, despite the fact that 
it is moving on terrain rather than a smooth road. The first step is to deter- 
mine to what degree the imaging interval may be reduced. From the crude 
image of Figure 4.36 we estimate that the width of the vehicle is on the order 
of five crossrange gates. Although we do not need high crossrange resolution 
when the aspect angle of the vehicle is small, five crossrange gates over the 
width of the vehicle is not so much that it can be greatly reduced. 

The next step is the examination of image cuts in range gates spread 
over the range extent of the target. The transform of the image cut in Range 
Gate -23.41 is shown in Figure 4.37. The amplitude shows a slow modula- 
tion of slightly more than one period, plus a fast modulation corresponding 
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Figure 4.37 Transform of the image cut in Range Gate -23.41. 
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to the weak peaks in the image cut. These peaks are at the noise/clutter back- 
ground level of the image, so the corresponding modulation does not indi- 
cate target crossrange width. The phase function exhibits a significant 
behavior absent from our previous examples. The phase slope has a break at 
the boundary between the two dotted rectangles, and the two linear phase 
slopes correspond to crossrange positions that differ by about 2.3 gates. The 
amplitude and phase functions within each rectangle are acceptable, 
although the phase fluctuation near a relative time of 0.25 seconds is border- 
line. AS explained below, the phase-slope difference is too large to accept 
within an imaging interval. 

If all scatterers on the target had the same behavior, we could choose to 
image over either interval indicated by the rectangles, or alternatively correct 
the break in the phase function (probably not sufficiently well). The former 
approach was usable when the vehicle was turning, because the turning 
motion provides more than sufficient crossrange resolution with short imag- 
ing intervals. With a target width of only five crossrange gates, a correction 
of the break in the phase slope would be more in order if it could be done 
with sufficient accuracy, provided the vehicle is so rigid that the break 
occurs for all scatterers (it would generate spurious responses). We  note that 
this check is implicit in the flowchart of Figure 4.25, in the loop between rec- 
ompensation and interval determination. 

The transform of the fixed-range image cut in Range Gate -6.20 lacks 
significant amplitude modulation and has a phase-slope break at the same 
time as Figure 4.37, but the break is only about 1.5 gates, implying a differ- 
ent motion than that of the first scatterer. The transforms of fixed-range cuts 
through strong scatterers in Range Gates 7.5 through 20.2 all have amplitude 
modulations with four to six modulation cycles, but the interference prevents 
determining good imaging intervals. These range gates confirm our cross- 
range width estimate. A last check in Range Gate 23.45 shows a transform 
amplitude with six modulation cycles, and a phase-slope break of 0.9 gates, at 
the same time as the others. 

Comparison of the four phase functions shows that there is no single 
additional motion compensation step that would yield a good image, because 
the phase-slope breaks are not consistent with rigid-body translation or 
rigid-body rotation. In the former case, the phase-slope breaks would be 
equal. In the latter, they would scale with the separations of the scatterers. 
Thus, at the time of the phase-slope break, either the target moves nonrigidly 
or the target's translational and rotational motions simultaneously change 
jerkily. Which condition occurs is of purely academic interest. If the target 
moves nonrigidly, we cannot, in principle, compensate the entire target with 
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a single compensation. If the target moves rigidly with simultaneous transla- 
tional and rotational jerks of the measured magnitude, we cannot, in prac- 
tice, compensate the motion. In other words, if we wish to image over both 
intervals in Figure 4.37, we must vary the motion compensation over the 
vehicle, which in most situations is impractical for real targets. Even if it 
should work under some circumstances, a simpler approach is preferable. 
Thus we must further reduce the imaging interval, despite the loss of cross- 
range resolution. 

T o  repeat the description of this important step, we take transforms 
over the range gates containing reasonably dominant single scatterers, such as 
represented by Figure 4.37, and ask: Can w e j n d  a time segment over which 
the phase slopes in all range gates (spread over the range extent of the target) are 
reasonably continuous and the phases have reasonably smallJuctuations?As dis- 
cussed in Section 2.3.3, reasonably continuous phase slope means that 
changes in the phase slope should be less than some threshold based on two 
criteria. First, the phase-slope difference implies a crossrange gate separation 
in the image over a reduced time segment. This separation should be less 
than one gate. With our normalization, this implies a phase-slope difference 
less than the reciprocal of the normalized duration of the reduced time seg- 
ment. Second, the phase-slope difference causes a measurement error that 
must be a small fraction of the crossrange width of the target if the crossrange 
measurement is to be of use. Accepting 20% of the width gives a difference of 
one gate for this example. Reasonably small phase fluctuations are those that 
do not differ by more than about 0.1 cycles from a moving average of the 
phase, averaged over a duration equal to the lesser of one-tenth the dwell 
time and half the mean amplitude modulation period. 

An examination of the phase functions in the range gates discussed 
above shows that the imaging interval from 0.1 to 0.4 seconds of relative 
time comes close to our requirements. This is not always so at the fringes of 
this interval, but the fringes are less important, because weighting is used for 
Doppler sidelobe suppression. With our estimate that the present image has 
a crossrange width of about six gates, use of the shorter imaging interval 
would reduce this number to between one and two. This appears acceptable, 
because range resolution performance is so high for the small aspect angle 
that little crossrange resolution may be needed. The crossrange positions of 
the scatterers still can be measured to much better accuracy than the cross- 
range resolution (the position of a response peak can be measured to a small 
fraction of the response width). We  note that the reason that operating with 
a relatively crude crossrange resolution is practical in this instance is the ten- 
dency of the strong scatterers to be located near the illuminated edge of 
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the target, so that crossrange resolution becomes needed only for large aspect 
angles. Attempts to find a longer interval, via recompensation and the exami- 
nation of reduced duration images, reproduce the interval found from the 
survey image. This is because the target motion is fairly smooth, except for 
the sudden change at the time of the phase-slope break. 

An examination of the four phase functions also indicates that a second 
acceptable, although inferior, imaging interval is from -0.26 to 0.06 seconds 
of relative time. This interval is inferior because, in several of the other range 
gates that were examined, the interval contains phase modulations with 
deviations of about 0.1 cycles superposed on the slow trend, which is barely 
acceptable. As a test of how much selecting the inferior imaging interval dete- 
riorates the image quality, we derive a comparison template using photo- 
graphs and the first interval, and then match the template to the measured 
scatterer positions for the second interval. We derive the template using the 
first interval as well as photographs, because the photographic coverage is 
poor for the relevant aspect sector. Since the centers of the two intervals are 
separated by only about 0.7 seconds, any differences between the two posi- 
tional matches should be due primarily to differences in the instantaneous 
motions rather than a change in the observed scatterers. 

The image for the time interval from 0.1 to 0.4 seconds of relative time 
is shown in Figure 4.38, with the approximate target outline given by 
the dotted parallelogram. Reducing the imaging interval has not eliminated 
the spurious responses generated by the "vibrations" of the scatterers. When 
the vehicle moves in a circle, as in Figure 4.32, most of the responses are con- 
fined to the outline of the vehicle, while most of the spurious responses in 
Figure 4.38 are outside the outline. Note that in the latter figure the width of 
the vehicle is less than about two crossrange gates. The spurious responses are 
a first indication that the mere reduction of the image interval, as was used 
with the vehicle on a circle, will not suffice. 

Quite generally, the motions of a ground vehicle and its scatterers may 
be so erratic that one cannot motion compensate adequately to generate 
an image of such quality that two-dimensional scatterer positions may be 
extracted. With a good motion compensation, if the transform of a response 
shows the amplitude/phase pattern from two interfering scatterers, we can 
resolve these scatterers and measure their positions. If the motion compensa- 
tion is inadequate, the transform of a response may show an approximation 
of the amplitude/~hase pattern from two scatterers, and yet there may be 
only a single scatterer responsible for the response. In other words, when the 
motion compensation is not satisfactory- we cannot expect crossrange 
resolution to work. Hence, before we can use the TSA to resolve scatterers 
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Figure 4.38 Image from 0.1 to  0.4 seconds of relative time. 

in crossrange by analyzing a response, we must be sure that the motion compen- 
sation is adequate. This will be known when the procedures developed here 
are used. However, even if it is not known, we can test for the adequacy of 
the motion compensation as follows. 

Consider the image cut in Range Gate -6.5 of Figure 4.38, as shown in 
Figure 4.39. If the motion compensation is known to be adequate, we take a 
transform over the window marked in the figure, and use the TSA on the 
resulting amplitude and phase functions. O n  the other hand, when we want 
to test the adequacy of the motion compensation, we cannot use a narrow 
transform window because it cuts off the high frequencies needed to analyze 
the motion behavior. Thus we must take the transform over at least about 
10 crossrange gates. In a case such as depicted in Figure 4.39, where the 
entire interval does not contain other major responses, we take the transform 
of the entire interval (in case other strong responses are present, we use the 
widest available interval that does not include these responses). Since the 
high frequencies are retained, the true form of the phase function is obtained. 
In this example the transform over the entire displayed interval is given on 
the right side of Figure 4.39. We conclude that a single scatterer is present, 
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Figure 4.39 Image cut in Range Gate -6.5. 

because the amplitude does not have any significant modulation. Hence, the 
phase function represents the motion of this scatterer, and we observe defi- 
nite breaks in the phase slope. Measurements of the phase slopes reveal that 
they correspond to crossrange differences of nearly one gate. Measurements 
of scatterer positions via the TSA, as well as any measurement of scatterer 
characteristics other than position and strength, would be meaningless under 
these circumstances. 

Realizing that the image of Figure 4.38 is necessarily poorly motion 
compensated, with different residuals for different scatterers, we extract the 
scatterer positions by transforming wide crossrange intervals and then measuring 
phase slopesfor intervals of constant amplitude and linearphase. In order to per- 
form a positional match, we also examine the available diagrams and photo- 
graphs of the vehicle to determine the scatterers that should be visible for 
such a small aspect angle, and estimate their positions in three dimensions. 
Because the available diagrams and photographs have poor coverage of the 
off-highway truck for this aspect, just a few scatterers are readily recogniz- 
able. We therefore created a feature template from these, matched it to the 
measurements, and then added features to the template consisting of poorly 
recognizable scatterers close to positions corresponding to unmatched 
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measurements. The match between the measured and predicted scatterer 
positions is given in Figure 4.40. Because of the incomplete motion compen- 
sation, we must allow a larger measurement error in crossrange than in range. 

As the match of Figure 4.40 illustrates, we were (barely) able to meas- 
ure a sufficient number of scatterers on the front edge to define this edge. 
With a good definition of the long edge, we then can adjust the crossrange 
scale factor in the image so that the two edges are perpendicular. This allows 
us to measure length and width as an input to identification separate from 
the two-dimensional positional match, despite the significant flexing of 
the vehicle. The reason is, of course, that the vehicle is moving slowly on a 
good road. 

As already stated, we made the same measurements on the poorer 
image generated from the time interval between -0.26 and 0.06 seconds 
of relative time. This image is given in Figure 4.41. A comparison of 
Figures 4.38 and 4.41 makes it obvious that one cannot simply take the peak 
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Figure 4.40 Posit ional ma tch  fo r  the  image o f  Figure 4.38. 
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Figure 4.41 Image from -0.26 to 0.06 seconds of relative time. 

positions as the scatterer positions, since both images then would have to be 
nearly identical. If the above measurement procedures are used to determine 
the scatterer positions from the new image, and the measured positions are 
matched to the feature template used in the match in Figure 4.40, we obtain 
the new positional match of Figure 4.42. The match is still very good, but 
not as good as in Figure 4.40. This is to be expected, because the motion 
behavior of the vehicle is not as good over the second interval. Nevertheless, 
even the new image permits measurement of length and width. 

Moving Versus Stationary Off-Highway Truck 

We have now considered the off-highway truck moving in a circle and also 
on a straight smooth road, showing that one can obtain length, width, and 
scatterer positions in both situations. This means that the different motion 
characteristics do not prevent us from measuring the same scatterer positions 
and other vehicle parameters. With respect to the scatterer positions, are they 
the same positions one measures on the stationary off-highway truck? They 
must be, if reliable target identification is to be achievable. To clarify 
this point, we choose an image of the stationary off-highway truck at 
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approximately the same aspect angle used for both cases of the moving off- 
highway truck. We extract the scatterer positions from the image and per- 
form the positional match with the same database that was used for the pre- 
ceding two positional matches. The result is shown in Figure 4.43. Because 
of the importance of this test, we will discuss the match in more detail. 

Starting with the front row of scatterers, the stationary vehicle shows 
one additional scatterer, which has the position of the left corner of the 
bumper. It is not surprising that we can observe a weak scatterer on a station- 
ary vehicle but not on a moving vehicle. The other matches are for the most 
part extraordinarily good. We do not have a response at the position of Fea- 
ture B, and there is an additional response to the right of Feature S. Since we 
have inadequate information for the top view, we do not know the corre- 
sponding feature. The differences observable for some scatterer positions can 
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Figure 4.43 M a t c h  be tween the  scat terer  posit ions for  t h e  stat ionary of f -h ighway t ruck 
and  the  feature template used for  the  moving off-highway truck. 

be traced to interference from strong responses, which causes unavoidable 
measurement errors or even the loss of weak responses. Overall, however, the 
positional match between the scatterers extracted from the image of the sta- 
tionary off-highway truck and the feature template of the moving off- 
highway truck is very good. 

4.4.4.3 The Off-Highway Truck Moving on a Bumpy Straight Road 

In this case the vehicle traveled on a straight road that had a variety of surface 
deformations to represent different degrees of bumpiness. In Figure 4.44 we 
show the range profiles for the vehicle over two seconds, after removing the 
drift due to the motion along the road, via centroid compensation. We have 
previously demonstrated the examination of fixed-range image cuts, and 
summarized the results of the recompensations that were necessary when the 
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Figure 4.44 Range profiles over two seconds. 

longest common interval of good scatterer compensation was shorter than 
the imaging duration required for useful crossrange position measurement 
accuracy. We  now demonstrate the compensation of a specific scatterer, 
which is found to be required when one examines fixed-range image cuts 
in the survey image corresponding to Figure 4.44. For this purpose, in 
Figure 4.45 we show the plots of the peaks of the consecutive range profiles 
(peaks tracks), without any refinement of the measurement. We arbitrarily 
select the strongest scatterer, in Range Gate -4 (indicated by the arrow), for 
the next compensation step, even though the peak wanders over somewhat 
more than one range gate. An expanded version of this peaks track is shown 
in Figure 4.46, together with a quadratic fit. The residual Doppler of the 
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Time (sec) 

Figure 4.45 Peaks tracks for Figure 4.44. 

Time (sec) 

Figure 4.46 Range profile peak selected for tracking. 

scatterer after the range compensation is given in Figure 4.47, again with 
a quadratic fit. The smoothness of the Doppler motion implies that range 
tracking has worked sufficiently well. When the fitted Doppler is compen- 
sated, we obtain the image of Figure 4.48. 
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Figure 4.48 Image after range/Doppler compensation of one scatterer. 
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The compensated scatterer is in Range Gate O of Figure 4.48. The suc- 
cess of the motion compensation must always be verified, whether the proc- 
essing is done manually or automatically, and verification is always done by 
examining the image cut in the range gate of the compensated scatterer. This 
image cut is shown in Figure 4.49. The amplitude function of the transform 
shows a sudden drop to a much lower level. One might consider the possibil- 
ity that this is due to a tracking error, but this is unlikely because of the sud- 
denness of the drop and the fact that the amplitude remains essentially 
constant after the drop. If it were due to a tracking error, slightly displaced 
range gates would display an amplitude increase when Figure 4.49 has 
the decrease. However, the displaced gates show the same behavior as 
Figure 4.49. Furthermore, the amplitude variation is recognizable in the 
range profiles of Figure 4.44 , and their variation is independent of tracking. 
On a smooth road, such a sudden drop in scatterer strength is unusual for 
targets away from broadside. In this particular instance, the vehicle is moving 
on a road with bumps. The most likely explanation for the behavior of the 
scatterer is that the vehicle jerks in such a manner that the scatterer suddenly 
changes its aspect, causing the decrease in strength. This view is supported 
by the fact that from this moment on, the phase function indicates a much 
larger vibratory motion. 
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Figure 4.49 Image cut in the range gate of the compensated scatterer. 
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A practical question is whether the tracking performance represented 
by Figure 4.49 is sufficient for a usable image. T o  answer the question we 
again examine the phase function of the transform, which represents the 
residual motion of the scatterer, since the amplitude function shows no sig- 
nificant interference from a second scatterer. The high-frequency interfer- 
ence in Figure 4.49 is not of concern because the amplitude minima are high; 
the corresponding phase jump is only about 0.05 cycles (see Appendix A). 
We  can safely attribute this modulation to interference (and thereby calcu- 
late the corresponding phase) because our earlier compensation steps cannot 
have introduced the modulation; we used only quadratic fits. The transform 
phase function at the lower right of Figure 4.49 shows that the residual phase 
variation is nearly one cycle, which is far too large to accept for imaging. This 
variation causes the crossrange smearing of Figure 4.48. 

Whereas we restricted our earlier compensation steps to low-order fits, 
now that we have verz$ed that we are tracking a single scatterer, we can Jit 
a moreflexible spline to thephase. We must take care not to follow phase varia- 
tions corresponding to the high-frequency amplitude modulation and not to 
follow the rapid phase change associated with the sharp amplitude drop. The 
figure shows an appropriate fit. The deviations of the phase from the fit are 
much less than 0.1 cycles, except at the time of the sharp amplitude drop, 
hence are insignificant. After compensation of the data with this fit to the 
phase, the tracking of the scatterer thus is adequate. The image obtained with 
this compensation is shown in Figure 4.50. 

The vehicle now, in effect, rotates about the compensated scatterer. If 
the vehicle were rigid and the roll and pitch motions were insignificant, we 
could track one additional scatterer and determine the necessity for resam- 
pling, polar reformatting, and shortening the duration of the data. In order 
to determine whether the target can be treated in this fashion, we must com- 
pare the residual tracks of at least two (and preferably more) scatterers. The 
target behavior can be most readily determined by examining image cuts at 
the extremities of the target. The effect of the motion compensation on a sec- 
ond scatterer, in Range Gate -8.8, is shown in Figure 4.51. The amplitude 
function of the transform indicates that the scatterer drifts out of its range 
gate at the ends of the time interval. However, even within the time interval 
with a nearly constant amplitude (when the phase is a valid track of the 
motion), the phase varies by about +O. 1 cycles. This already is undesirably 
large. The interpretation is that the new scatterer has a significant irregular 
motion relative to the compensated scatterer. 

Residual motion is still worse with other scatterers. As an example, in 
Figure 4.52 we show the image cut and its transforms for Range Gate 17.9, 
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Figure 4.50 Compensated image. 
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Figure 4.51 Image cut and transforms in Range Gate -8.8. 
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Figure 4.52 Image cut and transform i n  Range Gate 17.9. 

which Figure 4.50 shows to be about halfway between the compensated scat- 
terer and the end of the vehicle. The amplitude variation indicates a strong 
residual range drift of the scatterer, and the phase variation is unacceptably 
large. We again note that the phase can be directly interpreted when the 
amplitude function is strong and fairly constant, during the first 40% and 
last 20% of the imaging time. The strong residual phase variation is the pri- 
mary reason why the response of the scatterer, shown by the left upper plot, 
is grossly smeared. The residual phase variation also is very different from 
that of Figure 4.5 1. 

The reader may wonder about some of the preceding interpretations of 
complicated amplitude and phase functions, but the precise interpretations 
are of no interest within the present context. The obvious fact is that the 
various scatterers on the vehicle move very differently. When one scatterer is 
motion compensated to give a sharp response, most of the other responses 
become highly smeared. By compensating the scatterers in the different range 
gates differently, we can properly compress their responses and, in principle, 
measure their crossrange positions. However, the proper measurement of 
the crossrange positions requires the examination of a time interval that 
extends over several "vibration" cycles of the scatterers, so that their average 
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crossrange positions may be determined. The compensations and measure- - - 

ments needed for this purpose will not always be successful, perhaps never 
fully successful. They will be successful for those scatterers that are dominant 
in their range gates. They may also be successful when a range gate includes 
two scatterers that are dominant over all others in the range gate, because we 
can use the phase-slope tracking procedure. When a range gate contains three 
or more scatterers of comparable strengths, it is unlikely that one can 
compensate the individual scatterers, since each of them might be moving 
differently. 

The practical situation is not as hopeless as it may appear from this dis- 
cussion. In many cases the scatterers near the illuminated edges of the vehicle - 
are dominant in their range gates. If a scatterer away from the edges is strong, 
there may or may not be more than one additional strong scatterer in that 
range gate. The individual motion compensations in each range gate thus 
may be successful (which can and must be checked in each case). The practi- 
cal implementation of the complicated measurement procedure is as in the 
rightmost branch of the flowchart of Figure 4.25. We shift the compensation 
from scatterer to scatterer, so long as one is trackable and we have not found - 
an interval during which most strong scatterers can be compensated, and use- - 
ful crossrange resolution can be obtained. Each new compensation is likely to 
improve the measurability of nondominant scatterers near the compensated 
one (unless they are at different heights and vibrate differently). We keep 
track of which compensation yields the longest usable interval for each scat- - 
terer, and eventually measure each scatterer's position in an image over its 
best interval, created with the appropriate compensation. 

The duration over which one must track scatterers is governed by the - 
crossrange width of the target. If the target is wide, tracking scatterers over 
shorter times than the full dwell may be sufficient (this would be the leftmost 
branch of the flowchart). In our example, the only interference evident in 
the transform amplitudes of Figures 4.49, 4.51, and 4.52 is a weak high- 
frequency modulation consistent with interference between the strong 
response in each gate and the background clutter/noise. Some other range 
gates show a slow modulation that indicates their effective crossrange widths - 
to be less than two gates. Therefore, we must attempt to track and recompen- 
sate over the entire two-second dwell. 

Although we may be able to proceed as described above, there is an 
important practical question: Is such complicated processing really needed 
for gound vehicle identification? As a simpler alternative, we can examine 
each range gate on the target and determine whether there is a crossrange 
interval whose transform shows one scatterer to be dominant for some time 
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interval, then measure the range of the scatterer in an image formed over that 
interval. This avoids the multiple compensations, but consequently shortens 
the intervals used for measuring crossrange positions of nondominant 
responses. This degrades positional accuracy, because generally only part of a 
motion cycle is available for the crossrange measurement. Thus, identifica- 
tion depends almost entirely on the range measurements. This is still much 
superior to basing identification on the peak positions of an intensity range 
profile. 

The question of whether it is necessary to perform a complicated 
motion compensation that varies over the vehicle, and then to determine the 
crossrange positions of the scatterers by averaging over several motion cycles, 
cannot be answered within the scope of a textbook. One would have to 
design a fully automated processor that can examine a large number of 
ground vehicles under all conditions of motion, and statistically determine 
whether the identification performance is sufficiently reliable. We believe 
that it would be, but it is not our purpose to consider such questions. We 
want to present the various options for ground vehicle identification, includ- 
ing very sophisticated methods. 

We measured the positions of the well-observable scatterers in this 
manner, determining their crossrange positions from the phase slopes at the 
time of measurement, instead of determining the average crossrange position 
over several motion cycles. In other words, we perform an accurate range 
measurement but accept a possibly large error in the crossrange measure- 
ment. When these scatterer positions are matched to the database used for 
the off-highway truck on a smooth road, we obtain the positional match in 
Figure 4.53. As pointed out, in this case we must include a large uncertainty 
in the measured crossrange positions. Thus, visually, we must examine how 
good the match of Figure 4.53 is in range only. This match evidently is very 
good. The practical conclusion is that it might be simpler and still adequate 
to measure only the range positions, utilizing crossrange resolution but not 
crossrange positions. 

4.4.5 The Tank Moving in a Circle on Terrain 

4.4.5.1 The Tank at Head-on Aspect 

We now consider the tank moving in a circle off the road, viewed head-on. 
For that aspect angle, many important scatterers visible in a sideview may not 
be observable, and the geometry also prevents an accurate determination of 
the crossrange scale. O n  the other hand, the rolling motion of the vehicle 
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Figure 4.53 Positional match for the off-highway truck on a poor road. 

has little impact at this aspect angle, because it does not generate significant 
Dopplers. It would take a large pitch motion to complicate the situation. 

Because the vehicle is in a SAR scene and is even turning, we can 
observe it over a longer time than needed, so the best imaging interval can be 
selected. The survey image generated with a two-second observation interval 
is shown in Figure 4.54. Because of the relative ineffectiveness of the bounc- 
ing and rolling motions, the image is only slightly smeared in crossrange. 
Nevertheless, it is still too smeared to permit good positional measurements. 

Figure 4.54 shows strong smeared responses near Crossrange Gates 20 
and 15, giving a target width of roughly 35 crossrange gates, much larger 
than necessary at a nose-on aspect. Fixed-range image cuts give the same 
width estimate, implying that we can reduce the image duration by about a 
factor of six. The transforms of the fixed-range cuts also show that an interval 
with good amplitude and phase functions which is common to all examined 
range gates extends over 0.30 seconds (this is the central branch from the sec- 
ond highest box in the flowchart of Figure 4.25). The corresponding image is 
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Figure 4.54 Image of the tank head-on. 

shown in Figure 4.55. The relatively small number of major dots in single 
range gates indicates that this image is of much higher quality than the one 
taken over two seconds in Figure 4.54. However, because of the nose-on 
aspect, only the length of the vehicle can be measured accurately, not its 
width. From the shadowing evident in the image (the lack of responses in the 
central part of the rear of the vehicle), we conclude that the vehicle has a tur- 
ret. Since in this example the opening of the gun barrel is clearly visible in 
Range Gate -20, indicated by the arrow, we will make use of it to conclude 
that the vehicle also has a large gun. However, most of the time the gun will 
be pointed in a direction for which its response will be too weak to be observ- 
able in the background clutterlnoise. 

We perform the usual measurements on the image in Figure 4.55, 
extracting the scatterer positions. For a head-on aspect we will not see the 
wheels, but we will see the various metallic boxes at the side of the deck. 
The positional match is given in Figure 4.56. Despite the unfavorable aspect 
angle, the match is very good, except for two unmatched responses, which 
Figure 4.55 shows to be weak. We did not have photographs or diagrams of 
such a quality that the associated scatterers could be identified. 
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Figure 4.55 Image o f  the  tank over a shorter interval. 
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Figure 4.56 Positional match  for  the  tank head-on. 
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4.4.5.2 The Turning Tank Viewed at a Larger Aspect Angle 

The rolling motion of the vehicle has little consequences near head-on 
aspects, and for the design of the vehicle and the beam depression angle of 
the SAR system, no significant pitch Dopplers are generated. We  now con- 
sider the same vehicle at an aspect angle of 30". 

Figure 4.57 shows a two-second survey image of the vehicle, with the 
clip level for the lower responses set relatively high at -20 dB with respect to 
the strongest peak, so that only the major response peaks of the image are 
shown. Only a smooth standard motion compensation that cannot follow 
details of the vehicle motion was used. We  observe sets of responses repeated 
in crossrange, the effect one obtains if a near-periodic modulation is super- 
posed on a carrier. This is a consequence of the roll and yaw motion of the 
vehicle. The roll and yaw frequency is so high that the repeated responses fall 
outside the smeared main responses. This is fortunate because these spurious 
responses can effectively be ignored. However, it is conceivable that a larger 
degree of smearing of the main responses could combine with a smaller sepa- 
ration of the repeated responses, so that repeated responses might fall within 
the smeared main responses. This could considerably increase the severity of 

1 
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Figure 4.57 Image of the tank moving in a circle, 30" aspect angle. 
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the processing problem, depending on how strong the spurious responses are 
in relation to the stronger of the genuine responses. 

Figure 4.58 shows a subimage of Figure 4.57, with the lower clip level 
set at -40 dB from the highest peak. This figure provides a better apprecia- 
tion of the degree of crossrange smearing in the image. In order to generate 
the final image, we use the same procedure illustrated earlier: find the major 
scatterers, take transforms of the image cuts in these range gates, and search 
for usable imaging intervals. The examination of the fixed-range image cuts 
shows that no single time interval allows the measurement of the crossrange 
positions of most strong scatterers with an accuracy useful for identification. 
We must proceed as we did in Section 4.4.4.3 for the off-highway truck on 

- .  

the bumpy road, analyzing each scatterer over its own appropriate imaging 
interval. As before, we made no attempt to obtain accurate crossrange posi- 
tions by averaging over several motion cycles, depending primarily on the 
one-dimensional match in range. 

Because of the arbitrary orientation of the turret, we largely ignore the 
responses away from the edges of the vehicle. Figure 4.59 shows the posi- 
tional match between scatterer positions extracted from the final image (not - 
shown) of the moving vehicle and a feature template that was verified to be 

Crossrange (gates) 

Figure 4.58 Subimage of Figure 4.57. 
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Figure 4.59 M a t c h  be tween template for  stat ionary tank  and the  measurements for the  
moving tank. 

in excellent agreement with the scatterer positions extracted from an image 
of the stationary vehicle at a similar aspect angle. The match is excellent. 
T o  illustrate the relative significance of the match in range and crossrange, 
in Figure 4.60 we repeat the match of Figure 4.59, with uncertainty 
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Figure 4.60 Posit ional match  with uncertainty el l ipses 
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ellipses added. For purposes of illustrating the positional match, we assumed 
(arbitrarily at this point) that the uncertainties of the measured positions 
are 0.2 gates in range and 2 gates in crossrange. For the predicted scatterer 
positions we assumed an uncertainty of 0.2m in position and 5' in angle. 
Figure 4.60 is another illustration of the fact that, without a much more 
complicated procedure of measuring crossrange positions, we must rely pri- 
marily on the range measurements. Even then, coherent processing over an 
extended interval is necessary in order to separate the responses so much in 
crossrange that accurate range measurements may be performed. 

There is an interesting point concerning scatterer positions that may be 
extracted for a moving gound vehicle, as compared with those that may be 
extracted for a stationary vehicle. Even though a range resolution of about 
one foot should be adequate for identifying ground vehicles, some of the 
major scatterers may not be resolved. For example, the tank has cavities 
formed by metallic boxes at the edge of the deck, and below these cavities are 
cup-shaped wheels. They may be so close in range that they cannot be 
resolved, or the stronger response might mask the weaker one. Such effects 
limit the total number of readily observable scatterers, and the changing 
phase relations cause slow changes in the observable scatterers as the aspect 
angle changes. 

When a ground vehicle is moving, in particular when it is moving in an 
erratic manner, the phase relations between scatterers are rapidly and con- 
tinuously changing. By examining the data over a longer interval, we then 
obtain glimpses of a larger variety of scatterers than is possible when the vehi- 
cle is stationary. At the expense of more extensive processing, we thus can 
detect more features when the vehicle is moving. This was found to be true 
with the image in Figure 4.57, although we did not try to make use of the 
effect in our positional matches. 

4.4.6 The Flatbed Truck on a Bumpy Straight Road 

The analysis of the off-highway truck has shown that movement on the 
bumpy road poses the most challenging identification problems. We now 
consider another wheeled vehicle, a truck, on a bumpy road. 

A two-second survey image with only the standard motion compensa- 
tion is shown in Figure 4.61, and is evidently highly smeared. Again, we 
must analyze several range gates in order to understand the situation and 
choose the appropriate approach. In Figure 4.62 we show the image cut in 
Range Gate 12.05, which is perhaps the cleanest of the range gates. Since the 
transform amplitude does not have any deep minima, the range gate is 
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Figure 4.61 Survey image of the flatbed truck on a bumpy road. 
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Figure 4.62 Image cut in Range Gate 12.05. 
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dominated by a single scatterer, and the transform phase function describes 
the motion of this scatterer. The amplitude and phase functions tell us that 
the vehicle motion is much worse over the second half of the observation 
time than over the first half. In practice, in such a situation we would choose 
the first half for analysis, crossrange resolution permitting. Here, for the pur- 
pose of illustration, we will analyze the flatbed truck under the worse motion 
conditions of the second half. 

In contrast to the first half of the observation time, the second half 
shows a rather large cyclical motion of the scatterer. The phase deviation is 
about three cycles, so that the scatterer moves back and forth by about 
1.5 wavelengths, or nearly 5 cm. This is a drastic motion for the purpose of 
radar imaging. We could compensate the motion of the scatterer and com- 
press its response. However, the scatterers on other parts of the vehicle are 
found to move differently, so that they would all have to be compensated 
individually. Even then, depending on the phasing of the motions, the 
response of a scatterer could appear far away in crossrange from the true posi- 
tion of the scatterer. As already explained, we then would have to average 
over more than one motion cycle to estimate the true scatterer position, 
which will not always be possible, in particular not with automated process- 
ing. As long as the required identification performance is achieved, it is much 
simpler to rely on the range positions of the scatterers for identification. 

As can be seen from the overall linear trend of the amplitude in 
Figure 4.62, the scatterer is drifting in its range cell. This trend is disturbed 
by two amplitude spikes, which coincide with a reversal of the direction of 
motion as seen from the phase function. The strong amplitude modulation 
when the scatterer is moving back and forth by only 5 cm, or about 17% of 
the range gate width, cannot be explained on the basis of its changing range. 
More likely, the scatterer's orientation changes as it moves back and forth. 
The subimages over the two halves of the imaging interval in Figure 4.62 are 
shown in Figures 4.63 and 4.64. The differences between the image quality 
in the two cases can be predicted from the amplitudelphase functions of 
Figure 4.62. Again, in practice one will work with the better image, but here 
we will examine the worse. 

Figure 4.65 shows the image cut in Range Gate 12.09 of Figure 4.63, 
corresponding to Figure 4.62 for the full image. The transform in Figure 4.65 
repeats the second half of that of Figure 4.62. The slope of the phase func- 
tion is Doppler, with the phase slope of the left interval between vertical lines 
corresponding to Crossrange Gate -22.86, and that of the right interval to 
Gate 15.46. The scatterer thus shifts by nearly 40 crossrange gates in a time 
of about one-third second. In principle, we could measure the average phase 
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Figure 4.63 Image over the first half of the imaging interval of Figure 4.62. 
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Figure 4.64 Image over the f irst half of the imaging interval of Figure 4.62. 
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Figure 4.65 Image cut in Range Gate 12.09 of Figure 4.63. 

slope over an entire modulation cycle, but is the quality of the phase function 
so good that the phase slope can be measured with sufficient accuracy? 
Moreover, the motions of the different scatterers are not synchronized, and 
the accuracy problem may be much worse than in Figure 4.65. As long as it 
appears that the positional match in range is sufficient for vehicle identifica- 
tion, there is no incentive for attempting to solve such complicated process- 
ing and analysis problems. At the time of this writing, we had not 
investigated either the practical feasibility nor the necessity of extracting 
accurate crossrange positions from such an image. 

For this example, we analyze the range gates that contain significant 
responses in Figure 4.63, using the same methods as illustrated earlier in con- 
siderable detail. We then match these measurements to a feature template 
that earlier (Figure 4.21) was found to be in excellent agreement with posi- 
tions extracted from an image of the stationary flatbed truck at a similar 
aspect angle. We took the high variability in crossrange position into account 
by allowing a crossrange uncertainty of two gates, whereas the range uncer- 
tainty was assumed to be 0.2 gates. For the predicted scatterer positions we 
again assumed an uncertainty of 0.20m in position and 5" in angle. The 
resulting positional match is shown in Figure 4.66. The quality of the match 
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Figure 4.66 Positional match for the truck. 

in range appears completely satisfactory, despite the extreme motion behav- 
ior of the vehicle and the use of simplified processing and analysis methods. 
We again note the importance of crossrange resolution, even though the 
positional match does not much utilize the crossrange positions of scatterers. 

4.4.7 Recreational Vehicle Turning on a Paved Surface 

4.4.7.1 Vehicle Not  Close to Broadside 

We now consider data of a recreational vehicle (RV), which is not designed 
to be very rigid. It is turning at a low speed on a wide paved surface, which 
somewhat offsets the low rigidity. Whereas the radar wavelength was 3 cm 
for the previous four vehicles, for the RV it is only 2 cm. The data again were 
taken by a SAR system. Thus, since the aspect angle of the turning RV 
changes much faster than that of a stationary vehicle, we again have excess 
imaging time as long as we do not want to achieve a crossrange resolution 
much better than that on stationary vehicles. This excess imaging time is 
used to analyze the vehicle motion and to select the imaging interval for 
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which a good image can be generated. Since the turn is relatively slow and 
smooth, we do not have severe bouncing, yawing, pitching, and rolling 
motions, so that the crossrange smearing of the image will be relatively small. 
O n  the other hand, the large height of the vehicle and its not-so-rigid con- 
struction imply that the consequences from the changing rotation axis and 
flexing may be significant even for these excellent motion conditions. These 
consequences are magnified by the relatively short radar wavelength of 2 cm. 

A survey plot of the SAR scene containing the turning RV is shown in 
Figure 4.67, with the vehicle image marked by an arrow. The background 
below -26 dB relative to the highest peak is not shown in the image. The 
imaging time is 2.7 seconds. As Figure 4.67 indicates, there are clutter 
regions with cross sections comparable to that of the vehicle. Because the 
vehicle image can easily be shifted into these clutter regions during the turn, 
and because even clear-area clutter may influence the first stages of the 
motion compensation, one should use a SAR system with clutter cancella- 
tion. The corresponding intensity image after DPCA clutter cancellation is 
shown in Figure 4.68. The strong clutter has been reduced sufficiently to 
make the entire smeared vehicle image clearly visible. 

Crossrange (gates) 

Figure 4.67 Survey plot of the SAR scene with the RV. 
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Figure 4.68 Survey of the SAR scene after clutter cancellation. 

A subimage without clutter cancellation, again using an imaging inter- 
val of 2.7 seconds but three seconds later than in Figure 4.67, is shown in 
Figure 4.69. Both the range and the crossrange intervals have been greatly 
reduced. The vehicle now is viewed near broadside. As expected for a near- 
zero range rate, the image of the vehicle remains in the clear area where it is 
turning. Hence, at broadside where clutter cancellation does not work, we do 
not need it. This statement applies only as long as the rolling motion of the 
vehicle is not so great that the image is smeared in crossrange into the high- 
clutter region. If that should be the case, we would face a difficult problem. 
Although the rolling high parts of the vehicle may be retained in the clutter 
cancellation process, those close to the ground will not. 

A turning gound  vehicle sometimes offers an opportunity not usually 
available for moving ground vehicles, if it is observed over a significant part 
of the turn. The vehicle then can be tracked to determine the aspect angle at 
the chosen imaging time, from which we can establish the crossrange scale 
(and length and width) even when the illuminated edges cannot be well 
identified. Figure 4.70 shows a subimage of Figure 4.68, the SAR scene with 
DPCA clutter cancellation. During the imaging interval of 2.7 seconds, the 
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Figure 4.69 Survey plot three seconds later, without clutter cancellation. 
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Figure 4.70 Subimage of Figure 4.68. 
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aspect angle of the RV changes by about 40°, with aspect angles not too close 
to zero or to broadside. The length of the vehicle is 24 ft and the aspect angle 
is nonzero, yet in the image the range extent of the vehicle is more than 30 ft. 
This means that the vehicle is moving over a considerable number of range 
cells during the imaging interval. We  need to apply a crude motion compen- 
sation, and examine fixed-range cuts in the resulting image, as we did for the 
other targets. 

We apply range centroid and Doppler centroid tracking, using only 
linear fits. Any residual motion of nonlinear Doppler thus will be due to 
the vehicle motion rather than the motion compensation. The resulting 
image is shown in Figure 4.71. A comparison with Figure 4.70 shows the 
reduced range and crossrange spreads of the image. However, it is evident 
that the 2.7-seconds duration used in Figure 4.71 is vastly excessive. The 
crossrange width of the target is roughly 200 gates, whereas we require less 
than 10 gates. As usual, we cannot simply reduce the imaging interval, but 
must select the best imaging subinterval. Thus, we next take fixed-range 
image cuts through the major responses, and search for transform intervals 
when the amplitude functions are sufficiently constant to permit using the 
phase for the motion estimate. 

Crossrange (gates) 

Figure 4.71 Peaks plot after crude motion compensation. 
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The best response that can be found is that in Range Gate -2, for 
which the image cut is shown in Figure 4.72. Because of the crude motion 
compensation, the major single-scatterer response is smeared over the entire 
interval marked by the two crosshairs. The center of its envelope is separated 
from that of the scatterer to its right by about 80 gates, or not quite half the 
target width. The transform of the complex response over the indicated win- 
dow is given in Figure 4.73. Over the first two-thirds of the imaging interval, 
the amplitude is sufficiently constant to allow measuring the motion behav- 
ior. The observed phase change gives the residual range wander of the scat- 
terer directly, with a change of one cycle corresponding to a range change of 
half a wavelength. However, we cannot measure the motion behavior over 
the last third of the interval. Moreover, we cannot find another response in 
the entire image that would allow any measurement of the motion of other 
parts of the vehicle over the entire 2.7 seconds. 

O n  the other hand, most responses permit the measurement of scat- 
terer motion over intervals much longer than needed for usable crossrange 
resolution. In fact, even the intervals that permit the measurement of most of 
the scatterers are much longer than needed. We have the opportunity to 
choose that interval with sufficient resolution that gives the most accurate 
crossrange measurements (this is the central branch from the second highest i 
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Figure 4.72 Image cut in Range Gate -2. 
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Figure 4.73 Transform over the window of Figure 4.72. 

box of the flowchart of Figure 4.25). As explained previously, the best time 
for measurement occurs when the vehicle best approximates rigid body yaw. 
This can be determined automatically by searching for those times when the 
relative scatterer motions scale with the scatterer separations. 

For the purpose of illustration, we reduce the imaging interval to the 
first 1.5 seconds, with the new peaks plot of the crudely compensated image 
(range and Doppler centroid tracking) shown in Figure 4.74. When the 
Fourier transform is taken of the same response as used for Figure 4.73, 
we obtain the amplitude and phase functions of Figure 4.75. Since the 
amplitude has no deep breaks and the motion compensation used linear fits, 
the phase function describes the motion of the scatterer. Although the phase 
fluctuates by only somewhat more than half a cycle (range motion of a little 
more than a quarter wavelength), this is far too large a residual motion for a 
usable image. 

We  learn from Figure 4.75 that the scatterer in Range Gate -2 moves 
back and forth roughly sinusoidally, by about two cycles over the imaging 
interval of 1.5 seconds. This could be due to the motion of the vehicle, or it 
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Figure 4.74 Image over 1.5 seconds. 
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Figure 4.75 Transform of the  smeared response in  Range Gate -2. 
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could be the shifting motion of the phase center of a complicated scatterer 
(highly unlikely in the case of two phase cycles). We can test for this by com- 
paring the motion to that of other dominant scatterers in nearby range gates. 
If nearby range gates do not contain sufficiently dominant scatterers that we 
can directly compare transform phase functions, we can test whether the 
phase center is shifting by using the phase function of Figure 4.75 to corn- 

pensate the nearby range gates. The responses will be further smeared if the 
phase function corresponds to a phase center motion unique to one specific 
scatterer. If it corresponds to vehicle motion, the responses are likely to be 
compressed, unless the nearby scatterers have radically different motions. 

We choose an image cut in Range Gate 0, about two range gates away 
from that of Figure 4.75. The amplitude function for this image cut is shown 
in the top of Figure 4.76. There appears to be a smeared response centered in 
about Crossrange Gate 20 in the top plot. After applying the phase compen- 
sation derived from Figure 4.75, we obtain the amplitude function at the 
bottom of Figure 4.76. The response clearly is much more concentrated, but 
far from perfectly. We conclude that the new scatterer is moving almost like 
that in Range Gate -2, but not quite. The implication is that the phase func- 
tion of Figure 4.75 does represent vehicle rather than phase center motion, 
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Figure 4.76 Amplitude function in Range Gate -2 (top); after compensation (bottom). 
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but that the detailed motion characteristics change over the vehicle. This can 
be tested by finding the phase function of a scatterer far away, which should 
be quite different from that of Figure 4.75. However, with this type of crude 
motion compensation, a scatterer which remains in one range gate and 
whose spread response does not overlap too much with other responses (as 
required for this test) could be difficult to find. 

Figure 4.77 shows the image cut through a response in Range Gate 7. 
Although deep amplitude breaks are absent only in the central part of the 
transform, so that the phase function gives a reliable indication of the scat- 
terer motion only over that part, from a comparison with the phase function 
of Figure 4.75 it is clear that the scatterer motion is radically (for imaging 
purposes) different. Hence, we conclude that the vehicle has a significant 
motion that smears the responses in crossrange and falsifies the crossrange 
positions of individual scatterers when the motion compensation is refined 
so they are properly compressed. The vehicle motion could be due to yawing 
or flexing (the smooth road should minimize rolling and pitching). In order 
to distinguish between the two, we must examine a third scatterer, away from 
the first two. If the motion is rigid-body yaw, the phase differences between 

Relative crossrange (gates) Relative time 

1 " " 1 " ' 1 1 " ~ ' 1 " " 1 ' " ' ~ ' ~ ~ ~  1 7 1 - 1 ' 1 ' 1 ' 1 ' 1 - 1 ' 1 ' 1 '  

-90 -80 -70 8.5 9.0 
Crossrange in image (gates) Time (sec) 

Figure 4.77 Image cut in Range Gate 7. 
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scatterers will have the same shape, scaled by their separations. If the vehicle 
is flexing, this will not be the case. 

Figure 4.74 shows that the target's range extent is about 20 gates. This 
gives a sufficient number of resolution cells along the long edge of the target, 
so crossrange resolution is needed primarily to provide resolution along the 
short edge. Five to ten cells are sufficient for this. Figure 4.74 shows the tar- 
get's crossrange width to be about 100 cells. Thus, we can likely reduce our 
image duration by a factor of ten or more. Proceeding conservatively, we 
reduce it by a factor of seven, so require a duration of 0.2 seconds. After 
examining the resulting image, we can further reduce the duration, if 
necessary. 

Next, we must decide when to choose our imaging interval. The 
0.2-second interval must be chosen during those times that both the scatter- 
ers in Figures 4.75 and 4.77 (as well as other scatterers) are trackable; that is, 
when transforms of fixed-range image cuts through the scatterers have strong 
amplitude. Among these times, we want to choose the interval when the tar- 
get behavior most resembles rigid-body yaw motion. Then, the Doppler 
shifts due to flexing are minimized. This means that we want the times when 
the flexing reverses motion. In the phase of Figure 4.75, the phase slope 
should be zero. 

We  will perform the positional match for three different images of the 
turning RV. The first image is formed centered at the normalized time of 
0.06 seconds, where Figure 4.75 shows a stationary point for the flexing 
motion, so that the consequences should be minimal. We will repeat the 
imaging one flexing cycle earlier, at a normalized time of -0.37 seconds. This 
will show how quickly or slowly the observable vehicle features change with a 
change of the aspect angle. Lastly, we will form an image centered at a nor- 
malized time of -0.24 seconds, where in accordance with Figure 4.75 the 
flexing effects should be maximum. This will show whether or not these 
effects are serious. 

T o  repeat an important point, in a given situation we must decide 
between trying to utilize crossrange resolution both for resolving scatterers 
and in order to obtain a high accuracy in the measured crossrange positions, 
or utilizing crossrange resolution only for resolving scatterers but not achiev- 
ing high crossrange accuracy. We already pointed out that high crossrange 
accuracy requires some kind of averaging over motion or flexing cycles, 
which appears problematic. It will usually be preferable to choose the simpler 
way of selecting shorter but good imaging intervals, forgoing high crossrange 
resolution and perhaps accuracy. However, if a specific identification 
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problem should remain unsolvable with this simpler approach, an extension 
may be required. Section 4.4.9 will demonstrate what this involves. 

Making full use of the motion characteristics of individual scatterers is 
rather problematic. For example, the scatterer associated with Figure 4.75 
has a fluctuating phase, whereas for the scatterer of Figure 4.77 the phase var- 
ies in about a quadratic manner. An imaging interval centered on the mini- 
mum of the phase function near time zero in Figure 4.75 will also be a good 
choice for the scatterer of Figure 4.77, but at the time of the previous mini- 
mum the phase in Figure 4.77 is changing roughly linearly, implying a scat- 
terer with about constant range rate. This amounts to a translation of the 
scatterer response in crossrange. 

By selecting the described time segment about the stationary point near 
relative time 0.06 seconds of Figure 4.75, we obtain Figure 4.78. This image 
is good enough for identifying the two illuminated edges and determining 
special features, despite the flexing of the vehicle (but a slow turn on a 
smooth surface). We repeat the same imaging by shifting the center time 
to the previous minimum of the phase cycle of Figure 4.75, which gives the 
image of Figure 4.79. A comparison of Figures 4.78 and 4.79 shows little 
change for the relatively weak scatterers on the side of the vehicle, but more 
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Figure 4.78 First vehicle image. 
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Figure 4.79 Second vehicle image. 

significant changes for the responses that are strong in Figure 4.78. This fact 
already indicates that these may be spurious sideband responses, because such 
responses change very rapidly with aspect angle. The third vehicle image is 
shown in Figure 4.80. We have to wait for the positional match to determine 
how significant the changes are; that is, to determine how important it is to 
select the best imaging time in this particular situation. 

The tests we have so far performed show that the turning motion of the 
vehicle yields a good crossrange resolution in a time short compared with the 
motion cycle of the vehicle, which in this instance is dominated by bending 
rather than vibration because the vehicle is turning smoothly. Examination 
of fixed-range image cuts through strong responses shows that the centroid 
track was dominated by a single scatterer, which is well compensated, and 
that resampling and polar reformatting are not necessary. The only addi- 
tional compensation needed before analyzing the images is to apply a fine 
phase compensation to each, removing phase curvature common to the 
strongest image We do not show the images with fine phase compen- 
sation because to the eye the (intensity) peaks with and without the fine 
phase compensation are indistinguishable. 
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Figure 4.80 Third vehicle image. 

In analyzing a given peak observed in the intensity image, we must 
decide between the following possibilities: (1) the position of the peak does 
represent the position of a scatterer on the vehicle; (2) the position of a peak 
is determined by interference between scatterers, so that the positions of 
these scatterers must be derived via the TSA; (3) the peak represents a 
response that is somewhat smeared because of the phase-center motion of the 
associated scatterer (in which case the peak gives the scatterer position with 
a large uncertainty); and (4) the peak represents a spurious response from a 
scatterer that can be far removed. At the time of this writing, we did not have 
a !good way of utilizing spurious responses for target identification. Thus, the 
task was to recognize and disregard the spurious responses and, to the extent 
possible, detect genuine responses partially masked by spurious responses. 
We will summarize the results of the image analysis, obtained with the proce- 
dures discussed in Chapter 1. 

Our matching task is made more difficult by the fact that, as is often 
the case with real data, we have only imperfect ground truth. The vehicle is 
equipped to carry various corner reflectors and antennas on its roof, and the 
positions of these devices are variable and unknown for our data. Thus we 
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must concentrate on the equipment and features associated with the original 
construction of the vehicle. Since the vehicle was moving on a wide paved 
surface, so that ground bounces may be important, for a most detailed study 
we should (but did not) have information about the features on the 
underside. 

The occurrence of spurious sideband responses depends on the design 
complexity of the vehicle and its motion behavior. Recreational vehicles have 
generally smooth shapes, but the vehicle is turning rather than proceeding 
along a straight path. Spurious responses thus may or may not be a problem. 
The analysis showed that many of the strong responses in the lower part of 
the image of Figure 4.78 are indeed spurious. The cause might be a feature 
formed by the combination of the spare wheel with the backside and the cor- 
ner formed by the rear bumper. The other possibility is a complicated feature 
underneath the vehicle, illuminated via ground bounce. For our purposes the 
important point is that we want to ignore these spurious responses regardless 
of their origin, and want to try to detect genuine responses from the back of 
the vehicle. 

Figure 4.81 shows the match of the feature template for the vehicle with 
the rangelcrossrange positions of the accepted responses from Figure 4.78. For 
most features the match is a good one, so that we will discuss only the special 
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Figure 4.81 Positional match for the first image. 
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points. The position of the left front corner of the vehicle is marked by 
a question mark in Figure 4.81. This corner is not visible, because for this 
aspect angle the start of the bumper is shaped like a bent waveguide. Thus we 
obtain the delayed response visible in the same crossrange gate, which is only 
the first in a series of unresolved delayed responses of decreasing magnitude, 
not shown in Figure 4.8 1. Features K and L are the backs of air conditioning 
units, whose shells cannot be readily detected at this aspect angle (51" off 
broadside). However, the wave penetrates into the units, so that delayed 
responses are observed. We do not have a matching feature for one of the 
readily observable responses. The feature is likely to be on the underside of 
the vehicle, where it can be observed via a ground bounce. 

A close examination of Figure 4.81 indicates that it is unlikely that 
another vehicle might match the measured distribution of the features. 
Hence, even though one can and will augment the positional match with 
measured characteristics of some vehicle features and with length and width 
and other special features, in this case the positional match alone should be 
sufficient for vehicle identification. If the aspect angle is derived by tracking 
the vehicle, we have the vehicle length without making use of the rectangular 
shape of the vehicle. If we had better information on the devices on top of 
the vehicle, or if there were not so many strong spurious responses at the 
back of the vehicle, we would also obtain the vehicle width independently of 
the match. The good quality of the match of Figure 4.81 indicates that the 
flexing effects are either insignificant or that the imaging time was indeed 
well selected. We will see below that the latter is the case. 

The positional match for the second image, presumably also formed at 
a good time, is shown in Figure 4.82. As seen from the legend, the aspect 
angle is smaller by about 9", so that the vehicle is viewed 60" off broadside. 
There are several differences between the matches, even though the aspect 
angle change is only 9". However, by far most of the measured responses per- 
sist from one image to the other. 

Whereas the differences between the above two images are minor, the 
situation is much worse for the image at the intermediate time (previously 
judged to be a much worse imaging time), for which the positional match 
is shown in Figure 4.83. First, because of the relatively poor match for the 
features on the side of the vehicle, the measured aspect angle is in error. It 
should be between the angles for Figures 4.81 and 4.82. Although some of 
the feature positions are almost perfectly matched, the match is poor for a 
significant number. Moreover, there are a number of features for which there 
are no significant responses (higher than the background), and there are 
responses for which we cannot find a feature on the vehicle. These large 
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Figure 4.82 Posit ional ma tch  fo r  t h e  second  image. 
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differences exist despite the fact that the imaging time falls between the times 
for Figures 4.81 and 4.82, which both show good results. The difficulties 
must be ascribed to the purposely poor choice of the imaging time when 
bendinglflexing effects are significant. Note, however, that the significantly 
poorer results do not necessarily imply that identification is impossible. A 
good number of responses are still well matched, and identification will not 
depend solely on the positional match. 

4.4.7.2 The  Spec ia l  Case o f  t h e  Broadside A s p e c t  

Target identification by means of radar is a difficult problem, and it is most 
diEcult when the target is viewed at broadside. These difficulties are greatest 
for a moving ground vehicle viewed at broadside. Then clutter cancellation 
via DPCA processing is only partly successful, because the range rate of the 
vehicle is near zero, so that the vehicle returns get cancelled together with 
the clutter. Also, at the broadside aspect the visible scatterers tend to be con- 
centrated at the single illuminated edge, so that range resolution is not very 
helpful. Moreover, it is difficult to perform the motion compensation when 
resolution is mainly in crossrange, which is the type of resolution that 
requires a good motion compensation. Targets also tend to generate specular 
flashes at broadside aspects, with their effective points of origin sometimes 
shifting in crossrange. It is problematic to utilize such flashes for target iden- 
tification, and yet because of their strength and smearing they may hide 
important scatterers that could be used. We now use the RV to demonstrate 
that the problems can be overcome, and that target identification at broad- 
side is indeed feasible. However, the situation is helped significantly because 
the vehicle is turning, not going straight. 

Since the SAR system provides an observation time much longer than 
needed for a moving vehicle, we can track the vehicle motion in the SAR 
scene, in this case finding that the RV is turning roughly at 15' per second. If 
we choose an imaging interval of 0.3 seconds, for example, the vehicle will 
turn by about 5' during the imaging interval. At a wavelength of 2 cm we 
obtain a crossrange resolution on the order of half a foot. Thus we select a 
0.3-second interval that includes the broadside aspect. If we cannot estimate 
a target's angular change by tracking its motion, because the target moves 
irregularly or stays near broadside for a long period, we must select an imag- 
ing duration by determining the target's crossrange width, as we did for the 
previous targets. When we compensate with the range centroid track and a 
subsequent Doppler centroid track over the 0.3-second interval, we obtain 
the image of Figure 4.84. 
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Figure 4.84 Image After Range and Doppler Centroid Tracks. 

First, we must decide whether the image is usable for positional meas- 
urements on the scatterers. Are the strong responses in about Range Gate 0.5 
meaningful, in that they allow measuring the positions of the associated scat- 
terers, or do they represent a meaningless interference pattern? As usual, we 
test by taking the trdn$ormr of individual peaks and examining the ampli- 
tudebhase patterns. If more than two scatterers are found to contribute 
to many of the responses, we must try to improve crossrange resolution by 
improving the motion compensation. This is likely to be problematic, 
because many strong scatterers are within a single range gate. A poor motion 
compensation will p e r a l l y  cause their smeared responses to overlap so 
much that no single response can be isolated. The best hope for compensa- 
tion is a scatterer in a different range gate. 

As an example of the evaluation of the number of scatterers contribut- 
ing to a response, in Figure 4.85 we show the transform of the (complex) 
peak in Range Gate 0.5 near Crossrange Gate 6, indicated by the arrow in 
Figure 4.84. The agreement between the two-scatterer model curves (labeled 
"m") and the data curves show that the amplitudelphase pattern is a good 
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Relative time 

Figure 4.85 Transform of the peak in Range Gate 0.5 of Figure 4.84. 

approximation of the ideal pattern from two interfering scatterers, so the 
two scatterer positions in crossrange can be measured. Similar measure- 
ments can be performed on all the major responses of the image, so the 
image is usable for positional measurements. Unfortunately, most of the 
weaker target responses must be dismissed because they do not sufficiently 
exceed the clutter background; there does not appear to be a general and 
reliable method of distinguishing between a target response and a ground 
clutter response. There are a few exceptions. The transforms of image cuts 
through some of the responses, such as those within the dotted rectangle in 
Figure 4.84, show backscattering flashes. Such backscattering can be 
taken as evidence of a target feature, particularly for a target near broadside, 
nose-on, or tail-on. 

As already stated, because this vehicle was used for research, none of the 
scarterers on top of the vehicle except the air conditioners are reliable fea- 
tures. We measured the locations of all features on the near edge that, 
because of their wave-trapping shapes, should give rise to observable 
backscattering This means the side of the front bumper, the four "corners" 
of the fenders, the wheels, the beginnings and ends of the compartments, and 
so forth. The resulting template match with the measured scatterer positions 
is shown in Figure 4.86. Considering the problems of clutter and 
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Figure 4.86 Posit ional match  be tween measured and predic ted scatterers. 

backscattering at the broadside aspect, the match for the scatterers on the 
near edge is very good. 
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We reiterate that the core operations involved in selecting an imaging time are 
the estimation of the image duration needed to achieve crossrange position accu- 
racy use&l for identzjkation, and the determination of time intervals during 
which scatterers can be well compensated. In order to make that determination, 
we may have to recompensate data and examine images of varying duration, 
as we did with aircraft (see Figure 3.17). The path followed through the 
flowchart is determined by the relative durations of the available dwell, the 
image duration necessary to measure crossrange positions with usable accu- 
racy for identification, and the longest interval allowing a majority of strong 
scatterers to be well compensated. The relative durations are determined 
by the motion conditions. As discussed in Section 4.4.2 and shown in 
Figure 4.87, which is a repetition of Figure 4.24, different types of motion 
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Figure 4.87 Core operations of image interval selection. 

allow different measurements to be made, corresponding to the various 
branches that lead directly into endpoints in the flowchart. The remainder of 
this section is a more detailed discussion of the formation of a usable image, 
tracing the branches of the flowchart, as shown in Figures 4.88, and 4.89, 
which are repetitions of Figures 4.25 and 4.26, respectively. 

The flowchart begins with our survey image of duration D. Our first 
action, summarized in the topmost box of the chart, is to estimate the range 
extent R(O), the crossrange width C(O), and the necessary image duration 
d(O). Before describing how to make these estimates, we explain the notation 
used in the figure. Some variables have arguments, given in parentheses. The 
first argument, which can take the values O and 1, indicates whether a meas- 
urement was made on the full survey image or with a subinterval, respec- 
tively. The second argument, denoted by j, indicates that a measurement is 
repeated if the flowchart dictates recompensating a particular data interval. 
The third argument, denoted by k, indicates that a measurement must be 
performed on multiple scatterers in a given image. 
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Figure 4.88 Flowchart for image interval selection. 

The range extent R (in range resolution cells) is taken as the extent 
of range gates containing responses with amplitudes at least four times that of 
the noise and clutter background. If the image were perfectly compensated, 
this threshold would correspond to those responses to which we could apply 
the TSA. Our  survey image will generally be poorly compensated, so 
responses will be smeared in crossrange, reducing their strength relative to 
the background. Thus, our estimate R(O) is based on only some of the scat- 
terers we hope to analyze. However, this does not imply that the estimate will 
be smaller than the actual target range extent. If the target is moving through 
range gates despite the centroid compensations used to form the survey 
image, we may overestimate the actual extent. 

The crossrange width C is the median of target widths (in nominal 
crossrange resolution cells) estimated in the range gates containing strong 
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Figure 4.89 Flowchart with branching criteria. 

responses. The width in each gate can be estimated in two ways. If individual 
responses are well enough resolved that their envelopes are bell shaped, we 
can take the width to be the spread between centroids of bell-shaped enve- 
lopes. If individual responses are less well resolved, we must instead take a 
Fourier transform over all the target responses in the range gate, and examine 
the amplitude of the transform. The modulation ~er iods  in the transform 
amplitude are the reciprocals of the scatterer separations. As is illustrated in 
the following sections and in Appendix C, the modulation periods can be 
determined directly from the transform amplitude, or by setting the trans- 
form phase to zero, taking an inverse Fourier transform, and measuring the 
separation of responses. 

Having estimated the range extent R and crossrange width C, we can 
derive the image duration d necessary for us to make crossrange position 
measurements with useful accuracy for identification. For this purpose, we 
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require a minimum of about 15 resolution cells along the long edge of a 
g o u n d  vehicle, and about 5 along the short edge. If we assume that the tar- 
get rotates uniformly during the imaging dwell, the required image duration 
is the dwell used for measuring Rand Cmultiplied by the ratio of required to 
measured resolution cells. Allowing for measurement error, nonuniform 
rotation, and the possibility of further reducing the duration, we set d to 
twice this. 

This brings us to the second highest box of the flowchart. We take 
fixed-range image cuts through prominent responses (those used to estimate 
R and C) in the survey image. We place a window around each bell-shaped 
response, take a Fourier transform, and search for intervals of constant 
amplitude without phase-slope breaks. These criteria are described quantita- 
tively in Section 2.3.3., and are illustrated extensively in this chapter. We 
vary the boundaries of the window about the response, searching for the 
acceptable transform interval of longest duration. The longest duration inter- 
val for each scatterer k is stored in t(0jk) (with j= 0 for the centroid compen- 
sation). This interval is the longest one over which the scatterer can be well - 
compensated. The longest common interval to a majority of scatterers is 
denoted by T(0j). In order to minimize notation, we use the same symbols 
to denote an interval and its duration. In each instance, the meaning is clear 
from the context. 

We have now reached our first branch point. We compare the duration 
of the common interval, the necessary duration, and the available dwell, in 
order to determine which of five branches to follow. We explain these five 
branches, in order of complexity. The simplest is the second from the left 
in the flowchart, labeled D < d(O)/2. This condition means that the available 
dwell is insufficient for us to measure the crossrange positions of responses to 
accuracy useful for identification. Thus, we must analyze an image formed 
over thk full dwell D, hoping that crossrange resolution can at least help us . - 

resolve responses, thereby improving range measurements. Rather than ana- 
lyzing responses in the survey image, we first attempt to track and com- 
pensate a scatterer. This branch corresponds to the vehicle and the radar plat- 
form being on a near-collision course, or to a very short dwell. 

The second simplest branch is the fourth from the left in the flowchart, 
labeled d(O)/2 < T(Oj) < D < d(O). This condition means that the available 
dwell and the longest common interval both allow marginally useful cross- - 
range position accuracies. We cannot afford to reduce the imaging duration 
very much, but are better served by imaging over the longest common inter- 
val than over the entire dwell. As explained previously, using reduced imag- 
ing intervals that allow good motion compensation is generally preferable to 



41 4 Theory and Practice of Radar Target Identification 

using longer intervals that do not. We have already tracked several scatterers 
over the longest common interval. We compensate one of them and analyze 
the resulting image. This branch corresponds to fairly smooth linear motion 
(the translational Doppler change dominant over the irregular Dopplers), 
not too far off a collision course with the platform, or over a short dwell. 

The third simplest branch is the central one in the flowchart, labeled 
d(O) < T(0j). This is the branch likely to lead to the highest quality feature 
extraction. The condition means that the available dwell is sufficient for 
accurate crossrange position measurements, and that the necessary image 
duration is shorter than the duration of the longest common interval for 
good scatterer compensation. Although a majority of scatterers can be well 
compensated over T(Oj), a single compensation may not suffice if the target 
is not rigid. Also, measured crossrange positions for a flexing target will gen- 
erally be a combination of scatterer height and azimuth. Thus, we search for 
that interval of duration d(0) within T(0j) that best approximates rigid-body 
yaw motion. This is done by determining when scatterer phase differences 
best scale with the scatterer separations. We compensate one of the already 
tracked scatterers, over the rigid-body interval, and analyze the resulting 
image. This branch corresponds to a smoothly and rapidly turning vehicle. 

The fourth simplest branch is the rightmost one in the flowchart, 
labeled T(0j) < d(O)/2 < D < d(O). This condition means that the available 
dwell is marginal for useful crossrange position measurements, but the com- 
mon interval for good motion compensation is too short. However, as we 
discussed in Chapter 3 on aircraft identification, the intervals over which it 
appears possible to track and compensate individual scatterers are limited by 
the quality of the preceding compensation. If this compensation is too poor, 
scatterers may be so smeared in crossrange that it is impossible, in range gates 
with more than one significant scatterer, to define a window about an indi- 
vidual scatterer. Such a situation can be improved by tracking and compen- 
sating a scatterer that is dominant in its range gate. Thus, if we can track a 
scatterer that we have not previously compensated, we use its track to com- 
pensate the data (incrementing j ) ,  then repeat the determination of good 
compensation intervals for individual scatterers. This is represented in the 
flowchart by the loop back into the second highest box of the chart. 

If no new scatterer is trackable, there is no common interval for good 
compensation that will give useful crossrange position measurements, and we 
move to the box at the lower right of the flowchart. This branch corresponds 
to rough linear target motion, with Doppler changes dominated by the 
irregular motion. We must measure scatterer positions in images formed over 
different intervals, and combine those measurements. For each scatterer k for 
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which we were able to determine an interval for good compensation, we form 
an image over the longest interval t(Ojk), with a compensation based on the 
scatterer track, and then measure the scatterer position. This interval selec- 
tion will generally provide the best resolution for that particular scatterer. 

We would also like to measure positions of strong responses for which 
we could not determine an interval for good compensation, albeit with lower 
measurement accuracy. The fact that we could not find a good interval sug- 
gests that each of these strong responses is likely produced by interference 
between two or more significant scatterers with different motions, due to 
flexing. As we demonstrate in Chapter 6, it is sometimes possible in such 
situations to iteratively track and compensate the strongest scatterer in a gate, 
suppress it, and move on to the next strongest. However, when the target 
motion is jerky, as it often is for ground vehicles, such processing will typi- 
cally not yield higher accuracies than the following simpler procedure. 

We take a fixed-range image cut through each strong response, define 
a window about the smeared multi-scatterer response, Fourier transform, 
select an interval of toughly constant amplitude modulation index, inverse 
Fourier transform, and measure the separations of the envelopes of major 
responses. We repeat this sequence, varying the interval chosen between Fou- 
rier transforms, to obtain the best separation of responses. This variation 
trades off improved nominal resolution versus response smearing due to dif- 
fering motions. The latter effect is kept manageable by restricting the interval 
to one of roughly constant amplitude modulation index. We form an image 
over the interval giving the best response separation. Because at least one 
scatterer is not well compensated, it is unsafe to apply the TSA (see the end 
of Section 1.1.4). Rather, we determine scatterer positions by measuring 
phase slopes corresponding to constant amplitude intervals in the transforms 
of fixed-range and fixed-crossrange cuts through the image response of 
interest. 

We next must combine measurements made on different images. After 
accounting for the different image compensations, some error in relative 
positions remains because the images were formed at different times. 
Between image times, the target may drift relative to the centroid compensa- 
tion used for the survey image, and the target will rotate. However, these 
effects are small. Otherwise, the available dwell would be better than mar- 
ginal for useful crossrange position measurements, as it is on this branch. The 
effects are best accommodated by increasing the minimum measurement 
uncertainties used in the positional match. 

The most complicated branch from the second highest box in the flow- 
chart is the leftmost, labeled T(0j) < d(O) < D. This condition means that 
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the available dwell is sufficient for useful crossrange position measurements, 
but the common interval for good compensation is too short. As with the 
fourth branch discussed, our first action along this branch is to attempt to 
recompensate the data. If we can successfully do so, we loop back up to the 
second highest box of the flowchart. If not, we try examining a sequence of 
images of shorter duration, hoping to reduce crossrange smearing of 
responses enough so that individual scatterers can be tracked over longer 
intervals. Note that this is the same procedure that we utilized for aircraft, as 
shown in the flowchart of Figure 3.17. 

If the necessary image duration d(0) is less than four-fifths the available 
dwell D, we expect that examining images of shorter duration than the full 
dwell may prove fruitful. If this is not the case, we check whether the longest 
common interval for good compensation T(0j) is at least half the necessary 
image duration. If so, recalling that d(0) may have some excess over the 
minimum required image duration, we proceed to the box at the lower left of 
the flowchart and analyze an image formed over the longest T(Oj), having 
first compensated one of the tracked scatterers. This branch corresponds to 
fairly smooth slow turning motion, with Doppler changes dominated by the 
turning. If no good common compensation interval is at least half the neces- 
sary image duration, we have the same situation as with the fourth branch 
discussed (rough linear target motion); we must measure response positions 
using multiple images, as in the box at the lower right of the flowchart. This 
branch corresponds to rough turning motion, with Doppler changes domi- 
nated by irregular motion. 

Returning to the case where the necessary image duration d(0) is less 
than four-fifths the available dwell D, we examine images of shorter duration 
than the full dwell. Specifically, we generate images of duration 5d(0)/4, 
separated in time by d(0)/4, throughout the available dwell. We treat each of 
these images as we did the survey image. That is, we estimate the range extent 
R(lj), the crossrange width C(1 j),  the necessary image duration d(l j) ,  good 
compensation intervals t ( l j k ) ,  and good common compensation intervals 
T(1j). Because d(1j) < D, only two of the five branches applicable to the sur- 
vey image are relevant to these shorter duration images, the third branch dis- 
cussed and the current branch, and we proceed in the same manner as we did 
before. 

If, for any of the shorter duration images, the common interval for 
good compensation is sufficiently long, we proceed down the branch labeled 
"d(1j) < T(lj),  some j," and select that image duration d(1j) within T(1j) 
that best approximates rigid-body yaw. This branch corresponds to rapid 
turning motion with significant irregular motion about the center of gravity. 
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If no common interval for good compensation is sufficiently long, we pro- 
ceed down the branch labeled " T(1j) < d( l j ) ,  all j." So long as a new scat- 
terer is trackable in any image, we compensate that scatterer and reestimate 
our parameters. 

When no new scatterers can be tracked, we check if some good 
common compensation interval is at least half the necessary image duration 
(some T(0j) > d(Oj)/2 or some T(1j) > d(lj)/2). If so, we proceed to the box 
at the lower left of the flowchart and analyze an image formed over that 
interval with the largest ratio Tld (which should give the best resolution), 
first compensating one of the tracked scatterers. As already mentioned, this 
branch corresponds to fairly smooth slow turning motion. If no good com- 
mon compensation interval has at least half the necessary image duration, we 
must use different images for different responses, as in the box at the lower 
right of the flowchart. As already mentioned, this branch corresponds to 
rough turning motion. In contrast to our previous cases of rough motion, the 
dwell available in this case may be long enough for more than marginal cross- 
range resolution. This implies more difficulty in combining measurements in 
different images. For comparable values of d and D, we can proceed as 
before, increasing the minimum measurement uncertainties used in the posi- 
tional match. If d << D, we must register measurements in different images. 
This requires that, in each image, we measure the positions of some scatterers 
common to different images. 

4.4.9 More Sophisticated Motion Compensations 

O n  several occasions we stated that in cases of complicated vehicle motions it 
may be preferable in practice to forgo any attempt at accurately measuring 
the crossrange positions of scatterers, and to use only their range positions for 
the positional match. In this section, we provide an indication of the kind 
of processing needed if such a simplified approach is not adopted. Much 
can indeed be done, and a more sophisticated approach probably also can be 
automated, but the complexity is huge. Also, the case analyzed below is still 
relatively simple in that the vehicle is moving slowly on a straight road. 

This particular vehicle is a refueling truck for aircraft, and it is moving 
on a paved road. The motion thus is relatively smooth. Moreover, the speed 
of the vehicle is only about 15 miles per hour, which makes its motion even 
smoother. O n  the other hand, the radar views the vehicle close to tail-on and 
the vehicle is moving along a straight line, so that a long dwell time is needed 
if a useful degree of Doppler resolution is to be achieved. If the vehicle 
should have even small yawing motions, they will have to be taken into 
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account in imaging. Under these conditions any yaw motion is unlikely to be 
large enough to facilitate crossrange resolution, but it may be large enough to 
corrupt the image if not taken into account. We will start with an imaging 
interval of 2.7 seconds, which in this instance is a good fraction of the avail- 
able dwell time. Extending the imaging interval by perhaps a factor of two 
will not change the situation significantly. 

The image of the vehicle after range centroid and Doppler centroid 
compensation is shown in Figure 4.90. The image may appear to be a two- 
dimensional image of a rectangular vehicle, but this impression is caused by 
the fact that due to the poor motion compensation the responses are about 
equally smeared in crossrange. It is a matter of the aspect angle. In order to 
estimate the target width and, hence, the necessary imaging dwell, and to 
select an appropriate imaging interval, we must examine fixed-range cuts 
through scatterers. This also will enable us to analyze the motion behavior of 
the vehicle to determine whether it moves rigidly (flexes by at most a small 
fraction of the wavelength), in which case the motion compensation is much 
simpler than when flexing is important. If the vehicle moves rigidly, 

'h.. . 
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Figure4.90 Peaks plot image of the vehicle after range and Doppler centroid 
compensation. 
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compensation can be based on the motion of just two scatterers. If not, we 
must analyze responses throughout the vehicle image. 

We first consider the strongest response, the one in Range Gate -0.1. 
The image cut in this range gate is shown in Figure 4.91. The question to be 
considered is whether the entire broad response is generated by a single scat- 
terer, because of smearing in crossrange due to poor motion cornpensation, 

or whether these are responses from several scatterers. As always, this is 
judged using the transform of the image cut. The amplitude function does 
show significant breaks, but not deep enough to destroy the dominance of a 
single scatterer. The nearly regular amplitude modulation indicates the pres- 
ence of a second scatterer, and from the depth of the amplitude minima one 
can estimate the phase jumps introduced at the positions of the amplitude 
minima to be on the order of 0.2 cycles (see Appendix A). If we mentally 
remove these phase jumps, we find that the shape of the phase function is not 
strongly changed by the phase jumps. The conclusion thus is that the phase 
slope roughly switches between four different values. We could also arrive at 
this conclusion by measuring phase slopes at the times of amplitude maxima. 
Since phase slope is Doppler or crossrange, the response of the major scat- 
terer will appear in four parts, each part centered in one of the four 

Relative crossrange (gates) Relative time 

Crossrange in image (gates) Time (sec) 

Figure 4.91 Image cut in Range Gate -0.1. 
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crossrange gates determined by the phase slope. A measurement of the 
phase-slope values over the intervals indicated by dotted vertical lines gives, 
from left to right, Crossrange Gates 7.0, -3.8, 4.6, and -0.1. Figure 4.91 
shows that these crossrange gates cover the main part of the smeared 
response. 

The modulation of the amplitude of the transform shows two strong 
scatterers separated by about four nominal crossrange resolution cells, with a 
weaker scatterer separated by about twice that from the strongest. We cannot 
reduce the imaging interval appreciably and still hope to make crossrange 
position measurements with useful accuracy. Using the procedure we 
described in the previous sections, we would not attempt to compensate an 
interval containing a phase-slope break, so would have to settle for identify- 
ing on the basis of range measurements only. Here, we discuss compensating 
the entire interval. 

Having determined the behavior of the dominant scatterer in Range 
Gate -0.1, we must check scatterers in other range gates. If the behaviors are 
all the same or they are smoothly changing with range separation, the vehicle 
is moving as a rigid body. If they are different, we must individually compen- 
sate the scatterers. We take image cuts, as in Figure 4.91, in the range gates 
of the other strong scatterers in Figure 4.90, Gates -17.6 and -1 1.4. The 
transforms are found to have very similar characteristics to Figure 4.91. In 
Figure 4.92, we show the phase functions of the transforms of the image cuts 
in the three range gates of the major scatterers. For our crude comparison we 
must ignore at least the major phase jumps, the one near the center of the 
middle plot and the one at the right side of the bottom plot. We then find 
that the bottom two phase functions are nearly alike, except for a displace- 
ment of the maxima of the phase functions. O n  the other hand, the phase 
function of the top plot is radically different. The expression radical is justi- 
fied because the ~hases swing over about one cycle. This implies a large 
degree of response smearing, as verified by Figure 4.90. 

The question now is whether or not these phase functions represent 
rigid body rotation. In other words, does the phase change smoothly with 
range? Figure 4.93 shows the phase functions of the transforms of the scatter- 
ers in Range Gates -4.4 and -7.5. The phase for Gate -7.5 behaves like that 
for Gate -0.1 (top of Figure 4.92), while that for Gate -4.4 behaves like that 
of Gates -1 1.4 and -17.5. Abrupt changes in the phase slopes that do not 
coincide in time for all parts of the vehicle, indicate nonrigid body motion. 
This completes the analysis of the motion behavior of the vehicle. Based 
on the three phase functions of Figure 4.92, which characterize the motion 
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Relative time 

Figure 4.92 Phase functions of the transforms of Range Gates -17.6 (bottom), -11.4 
(middle), and -0.1 (top). 

behavior over the length of the vehicle, we must now decide which specific 
imaging interval to use. 

The simplest choice of the imaging interval would be one for which the 
phase functions of all the scatterers are about linear, since this implies proper 
compression of the responses. Let us for the moment ignore the fact that the 
intervals with linear phase in Figure 4.92 do not coincide, and consider one 
phase function at a time. 

The question becomes, is any interval with linear phase long enough to 
allow detecting scatterers other than the dominant one, or would we have 
such low crossrange resolution that only the range profile of the target could 
be measured? In an application in which crossrange resolution is obtainable, 
we must not be satisfied with a range profile. We must determine whether 
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Figure 4.93 Phase functions of the transforms of Range Gates -7.5 (bottom) and -4.4 
(top). 

the amplitude functions contain the regular modulation pattern indicative of 
a second or perhaps third scatterer. The amplitude modulation in Figure 4.91 
indicates a scatterer spread of about eight crossrange gates. The other fixed- 
range image cuts have similar transform amplitude modulation. We thus 
cannot afford to reduce the imaging duration significantly. However, the 
longest interval when all three phase functions of Figure 4.92 are linear is 
only about 10% of the imaging duration. We would obtain only the 
enhanced range profile of the target. 

Instead of reducing the image duration, we must process over an inter- 
val extending over the flexing-induced phase variations, which must be 
removed (without also removing the interference-induced phase variations) 
by an additional motion compensation. How long a processing interval 
should we choose? The best approach is to start with the entire interval, and 
reduce it if problems appear, but only to the degree forced by the problems. 
For our demonstration we will process over the entire 2.7 seconds, evaluate 
the result, and reduce the imaging interval, if necessary. 

We select the range gate considered earlier, which is Range Gate -0.1, 
with the amplitude and phase functions of Figure 4.91. Figure 4.92 shows 
that, although the phase functions of the other two major scatterers differ 
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from the one in Range Gate -0.1, all three have similar motion characteris- 
tics, and hence should be analyzable in the same way. If we wanted to gener- 
ate a focused image, and if some problem should force a reduction of the 
imaging interval for one of the range gates with strong dominant scatterers, 
the reduction would have to be applied to all range gates. Since we want to 
"focus" responses instead of the image, and must use different motion com- 
pensations over the target extent, we can use dzfferent imrrging intervals in the 
dzfferent range gates. Our association of measured responses with target fea- 
tures must, of course, allow for the different motion compensations and 
imaging intervals. They can be incorporated into the deformable template 
approach. 

The large excursions of the phase function in Figure 4.91 are caused by 
the motion compensation residual. If only a single scatterer were present in 
this range gate, the phase function would truly represent the motion of the 
scatterer. Thus we could fit a flexible spline function to the phase function 
of Figure 4.91, and use it for motion compensation. However, the wiggles 
in the amplitude and phase functions imply that the response is not due 
to a single scatterer. For a proper motion compensation, we then must fit 
the spline only to the phase function due to the dominant scatterer, but not 
to the modulations caused by other scatterers. This is generally not possible 
to the desired accuracy if more than two scatterers are involved, so that 
phase-slope tracking cannot be used. The fitted spline will pseudo- 
periodically deviate from the phase function of the dominant scatterer, and 
these deviations will cause high crossrange sidelobes. They will generate spu- 
rious responses where there are no scatterers, and perhaps also mask weak 
scatterer responses. 

Before we can proceed, we must again test the situation. The phase 
function of Figure 4.91 contains phase jumps introduced by other scatterers, 
but they are difficult to recognize. Thus, we try a motion compensation 
based on a spline fit to the phase function as it is, without correcting the 
phase jumps. This compensation yields a compressed dominant response. 
However, the secondary responses are so low that we cannot readily distin- 
guish between genuine responses and sidelobes generated by the errors in the 
spline fit. When the same procedure is repeated after attempting to correct 
the phase jumps, the result is not significantly different. 

We could attempt to use the phase-slope tracking procedure to deter- 
mine the component of the phase function of Figure 4.91 introduced by the 
dominant scatterer. However, with amplitude and phase functions of the 
type shown in Figure 4.9 I ,  governed by both range cell wander and interfer- 
ence among three scatterers, we are unlikely to achieve better results than via 
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the phase tracking. Instead of pursuing such a possibility, we choose another 
approach in our illustration of a complicated motion compensation. 

Since one scatterer is clearly dominant, we can take the FFT of the 
amplitude function alone, which does not contain effects from the motion 
compensation. This will generate responses due to Doppler differences 
between all scatterers; but if one scatterer is dominant, the only significant 
responses will be at the Doppler differences between the dominant scatterer 
and secondary scatterers (or secondary scatterers simulated by any periodic 
drift in the range gate of the dominant scatterer). Thus we obtain the separa- 
tions of secondary scatterers from the dominant one, but because the FFT of 
the amplitude function is symmetric, we do not know whether the secondary 
scatterers are at lower or higher crossranges than the dominant scatterer. 

The FFT of the amplitude function, or the noncoherent transform, is 
shown in Figure 4.94. The figure contains secondary responses indicated 3 
and 4.5 gates away from the dominant response. However, the noncoherent 
transform of Figure 4.94 does not provide the information as to whether 
the genuine responses are on the left side, the right side, or on both sides of 
the dominant response. The solution lies in understanding the source of the 
problem. By examining Figure 4.9 1 we see that the major secondary response 
appears at about a time of -0.1 seconds (the periodic amplitude modulation 
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Figure 4.94 FFT o f  the  amplitude funct ion of Figure 4.91. 
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appears). Thus, at least in this gate, we should process only from -0.1 to 0.5 
seconds. 

We use this section of Figure 4.91 and remove the phase jumps occur- 
ring at the times of the amplitude minima. The result, together with a spline 
fit, is shown in Figure 4.95 on a renormalized scale. When the phase is com- 
pensated with the indicated spline and the transform is taken, we obtain 
Figure 4.96. Now we clearly see a genuine response about two gates to the 
left of the main response, consistent with the three-gate separation we 
obtained in Figure 4.94 from the entire 2.7 seconds. The low-level responses 
in Figure 4.96 are sidelobes generated by the motion compensation. As veri- 
fication of the compensation, we apply it to Range Gate -4.4, and obtain a 
perfectly focused response. As we would expect from the phase functions of 
Figure 4.93, the compensation does not work well for Range Gate -7.5. An 
alternative approach to resolving the signs of the separations between domi- 
nant and secondary scatterers, usable when the phase jumps are more diffi- 
cult to remove, is discussed in Appendix C. 

We perform the same type of processing in the range gates with the 
other strong responses, for which the phase functions are shown in the 

Relative time 

Figure 4.95 Spline f it for the shortened time interval after removal of phase jumps. 
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Figure 4.96 Transform of shortened time interval after phase compensation. 

middle and lower plots of Figure 4.92. We note that the middle plot has one 
large phase jump (which correlates with an amplitude minimum), which 
must be removed before fitting a spline to the phase. The large phase jump in 
the bottom phase function also must be corrected before the fit. This allows 
us to determine the scatterers in the corresponding range gates. We will not 

I 
proceed to the actual comparison with the locations of the scatterers on the 
vehicle because we do not have sufficient information on the vehicle. 

Having established motion compensations in range gates with domi- 
nant scatterers, or just in range gates where the conditions permit good 
motion compensations, we can use the same motion compensations in 
nearby range gates. By measuring the widths of the responses we can deter- 
mine whether or not a motion compensation is good enough to permit meas- 
urements on the scatterers. Beyond the range interval within which a 
particular motion compensation is usable we have to go through a new 
motion compensation process. 

To show how small the range interval accommodated by one motion 
compensation can be, in Figure 4.97 we show the peaks plot of the vehicle 
when the motion compensation of Figure 4.95 is applied to the entire 
reduced duration image. The secondary response identified in Figure 4.96 is 
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Figure4.97 Peaks plot for a compensation in accordance with the scatterer in Range 
Gate -0.1. 

immediately to the left of the dominant response in Range Gate -0.1, the 
strongest response in the image. These two responses are well focused. How- 
ever, the responses in the other range gates are drastically defocused, because 
of the flexing of the vehicle. We note that the responses in Range Gate -4 are 
also focused by the same compensation as used for Range Gate -0.1. 

The vehicle considered in this section is a slowly moving truck on a 
smoothly paved road, yet the processing required if the crossrange positions 
of scatterers are to be utilized in the positional match is extraordinarily com- 
plicated. In cases not so benign it will be even more complicated; we have not 
investigated any such cases at the time of this writing. The practical question 
is whether one would ever want to use such complicated processing in an 
automated operational system. Certainly, the answer is no if reliable identifi- 
cation of moving gound vehicles can be achieved with the much simpler 
procedures discussed earlier. In our opinion, it can. Aside from the question 
of practical need, we think that even such complicated processing can be 
fully automated. 
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4.4.10 Procedure for Automated Identification of Moving Ground Vehicles 

In the preceding sections, we have given an indication of the wide range of 
conditions under which moving ground vehicles must be identified. Without 
referring to the reasons why a particular identification method must be 
used in a given situation, we now briefly list the processing steps that need be 
implemented in an automated identification system. 

4.4.10.1 Step 1: Forming a Survey Image 

If the moving ground vehicle is in a SAR scene, its (smeared) image is 
assumed to have been detected. The processor excises the image from the 
SAR scene, and uses the standard motion compensation (Range and Doppler 
tracking of the entire vehicle) to form a survey image. The processor takes 
fixed-range image cuts in the gates with prominent responses and over 
the range extent of the image. From the separation of the centroids of the 
smeared responses, or from the modulation periods of the amplitudes of the 
transforms, the processor estimates the crossrange width of the target. It also 
measures the range extent of the vehicle image. From the range extent and 
the crossrange width, taking into account the types of ground vehicle that are 
of interest in a given application, the processor estimates how long an imag- 
ing interval would be needed to implement a crossrange resolution that 
would allow measuring crossrange positions of scatterers with reasonable 
accuracy. 

4.4.10.2 Step 2: Generating the Final Image 

The goal is to find the best subinterval of the survey image that will allow 
forming a final image in which the crossranges as well as the ranges of the 
scatterers can be measured. If such a subinterval does not exist, the goal is to 
find a subinterval that will allow the highest accuracy in the measurement of 
the ranges of the scatterers. This is done as follows. 

The processor takes an image cut in the range gate of a prominent 
(smeared) response, places a window over the bell-shaped response, and takes 
a transform. If the amplitude of the transform is not sufficiently constant, the 
boundaries of the transform window are shifted until the best result in terms 
of constant amplitude is achieved. The processor stores those time intervals 
in which the amplitude constancy is good and the phase is smooth, without 
a break in the phase slope (these criteria are described quantitatively in 
Sections 2.3.3 and 4.4.4.2). The same process is repeated for other range 
gates with prominent scatterers, over the range extent of the target. The proc- 
essor then selects the longest common interval over which the transform 
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amplitudes are roughly constant and the phase functions are smooth, with- 
out a break in the phase slope. If the duration of the interval exceeds the 
minimum imaging duration as estimated under Step 1, the processor selects 
that subinterval of the minimum imaging duration during which the target 
motion best approximates rigid-body yaw. The processor tracks a scatterer in 
range and Doppler, performs a motion compensation, and forms an image 
over this subinterval. 

If the duration of the common interval is less than the minimum imag- 
ing duration, which in turn is not much larger than the available dwell, the 
processor checks whether recompensating the data yields a longer common 
interval. If the best common interval is still too short, and if the minimum 
imaging duration is significantly shorter than the available dwell, the proces- 
sor checks whether examining shorter duration images yields a longer com- 
mon interval. Whenever a sufficiently long common interval is found, the 
processor selects that subinterval of the minimum imaging duration during 
which the target motion best approximates rigid-body yaw. The processor 
then range- and Doppler-tracks a scatterer, performs a motion compensa- 
tion, and forms an image over this subinterval. 

If no common interval was at least as long as the minimum imaging 
duration, but some common interval was at least half that long, the processor 
selects the common interval that was the largest fraction of the minimum 
imaging duration. The processor range- and Doppler-tracks a scatterer, per- 
forms a motion compensation, and forms an image over this interval. 

The processor further examines any image formed over a selected inter- 
val, analyzing the transforms of fixed-range image cuts through prominent 
scatterers (presumably the same as used before). By comparing the phase 
functions of different scatterers, the processor determines whether resam- 
pling or polar reformatting are necessary and, if so, carries them out. It then 
removes any common quadratic phase component from the image. 

4.4.10.3 Step 3a: Measurement of Two-Dimensional Positions 

This step is employed only if Step 2 selected a common imaging interval of 
duration exceeding half that estimated as the minimum for measuring two- 
dimensional positions. 

The processor measures the two-dimensional positions of scatterers 
associated with the major responses of the image. It then finds the leftmost 
and rightmost of these scatterers in each range gate, as well as the lowest- 
range scatterer in each crossrange gate. The scatterers that are extremal in 
both range and crossrange generally lie along the illuminated edges of the tar- 
get. The processor notes any doubly-extremal scatterers. If the target is near 
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nose-on, tail-on, or broadside, there will be few doubly-extremal scatterers, 
bur many singly extremal scatterers at the same range or crossrange. If 
the processor finds such a distribution of scatterers, it treats them as doubly- 
extremal. The processor finds the illuminated edges by fitting straight lines to 
the doubly-extremal scatterers. 

If the range extent of the long illuminated edge is at least 15 gates, the 
processor estimates the crossrange width of the vehicle by finding the scar- 
terer farthest from the long illuminated edge in each range gate. If the width 
is more than 10 crossrange gates, the processor reduces the imaging interval 
proportionally. If the range extent is less than 15 gates, the processor esti- 
mates the crossrange width of the vehicle by finding the maximum scarrerer 
separation in each range gate. If the width is more than 20 crossrange gates, 
the processor reduces the imaging interval proportionally. Proportionate inter- 
val reduction is done by examining transforms of fixed-range image cuts and 
choosing the best subinterval on the basis of the amplitudelphase pattern. 

4.4.10.4 Step 3b: Measurement of Range Only 

This step is employed only if Step 2 selected a common imaging interval 
shorter than half that estimated as the minimum for measuring two- 
dimensional positions. 

The processor begins with those image responses that are dominant in 
their range gate over some time interval, as determined in Step 2. Each such 
dominant response is analyzed in an image formed over the interval that gave 
best resolution (highest ratio of good compensation duration to minimum 
imaging duration) for the response, in an image formed with a compensation 
based on the response. The response is analyzed with the two-dimensional 
TSA. 

Other strong responses, not dominant in their range gates, are analyzed 
differently. For each of them, the processor finds the imaging interval that 
gives the best crossrange resolution, as a compromise between insufficient 
resolution because of a short imaging interval and smearing of the responses 
because of an inadequate motion compensation. This is done by taking the 
transform of a fixed-range image cut through the response in the survey 
image, cutting our a shorter interval of roughly constant amplitude modula- 
tion index, and transforming back. When the smeared responses from major 
scatterers in the same range gate are best separated, the imaging interval is 
optimum. The processor measures each scatterer's range in an image formed 
over the appropriate interval for that scatterer, by measuring phase slopes 
during intervals of amplitude constancy in transforms of a fixed-crossrange 
cut through the response. 
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The range measurements in different subimages must be registered 
with one another. To this end, the processor calculates a scatterer's range as a 
combination of its location in an image and the compensation used to create 
that image. Registration also requires that some scatterers be recognizable 
from image to image. Therefore, the processor measures the positions of 
multiple responses in each image. Uncertainties in the positions of registra- 
tion responses are folded into the estimated uncertainty of other responses. 

4.4.10.5 Step 4: Analysis of the Final Image 

If imaging with good crossrange resolution was successful, the image is ana- 
lyzed in the same way as for a stationary gound vehicle, extracting scatterer 
positions, length, width, and other available features. 

If the second imaging method had to be used, only the ranges of the 
scatterers are used in the positional match, and whatever few special features 
might be measurable. 

4.4.11 Section Summary 

The variety of conditions under which moving ground vehicles must be 
identified necessitates a complicated adaptive image-formation process. 
However, the same two processing and analysis steps are used under all con- 
ditions: estimating an appropriate imaging duration and determining inter- 
vals when individual scatterers can be well imaged. 

Ideally, one should form the survey image by applying the standard 
motion compensation over the entire available observation time, estimate 
crossrange resolution by comparing the crossrange spread of the vehicle 
image with the typical size of a ground vehicle, and then form a new image 
over a shorter time interval chosen to give the desired crossrange resolution 
(not more than needed) during the target's smoothest motion. In reducing 
the imaging interval we want to select the best available data segment, with 
the amplitude functions of scatterers in different range gates as constant as 
possible and the phase functions as smooth as possible. The image-formation 
process is given in the flowcharts of Figures 4.24,4.25, and 4.26. 

In many situations, a good motion compensation that allows the use of 
the TSA and the measurement of accurate crossrange positions of scatterers is 
not possible. Crossrange position must then be determined from the phase 
functions derived from transforms over wider windows than with the TSA 
(if interference from other strong scatterers in the same range gate permits). 
Because the motion of the vehicle may still allow resolving the scatterers in 
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crossrange, this is far better than using an ordinary range profile, which gives 
the interference patterns from scatterers in the same range gates. 

In general, even when the image selection procedure produces a good 
compensation interval of sufficient duration, compensation will not give an 
image equivalent to that from a stationary vehicle. In the best case, one can 
perform the same types of measurement as on stationary gound vehicles, 
although with lower accuracy. In the worst case, one can only measure the 
range positions of the dominant scatterers, with the range accuracy improved 
by the fact that crossrange "resolution" separates the responses in the same 
range gate, so that the range measurement becomes more accurate. Neverthe- 
less, when the appropriate processing procedures are used, the same scatterers 
can be detected on a moving vehicle as when it is stationary. 

Turning vehicles are generally easier to process, because the Doppler 
generated by the turn may dominate over the individual motions of the 
scatterers. 

Since moving ground vehicles bend and "vibrate," the scatterers have 
motions not fully determined by the rotation of the vehicle as a whole. The 
motion compensation thus should be varied over the vehicle. This is a diffi- 
cult, perhaps impractical process. At least for a range resolution of (only) 1 ft, 
it appears more practical to use a single motion compensation as if the vehi- 
cle were rigid, and accept the fact that less information can be extracted from 
an image. 
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ldentification of Ships 

5.1 Basics of Ship ldentification 

This section starts with a discussion of the differences between the identifica- 
tion of ships and aircraft or gound  vehicles, and the basic problems of ship 
identification. The various types of image generated by the yaw, pitch, and 
roll motion of a ship are considered next, leading to the conclusion that ship 
identification must be based primarily on undistorted topviews, with some 
help from "sideviews." This leads to a requirement that one be able to select an 
imaging interval that yields an image that is of the desired type and that has 
undistorted responses and a minimum of spurious responses. This can be done 
only by analyzing the ship's motion. The principles of motion analysis are con- 
sidered next, and lastly the actual measurements that must be performed on 
real data are discussed. The entire section should be of interest to readers want- 
ing to gain a general understanding of ship identification. 

5.1.1 Peculiarities of Ship ldentification 

Although the basic processing steps in ship identification remain the same as 
those for aircraft and ground vehicles, the details are rather different. A mov- 
ing ground vehicle has yaw, roll, and pitch motions about its center of grav- 
ity, but they are generally too small and too irregular to utilize for generating 
a two-dimensional image of adequate quality for identification. An aircraft's 
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pseudoperiodic yaw, pitch, and roll motions are much smoother than those 
of a ground vehicle. However, pitch motion is of little interest because an air- 
craft is largely a two-dimensional target and long-range identification implies 
a relatively small beam elevation or depression angle for the identifying radar. 
Only the vertical stabilizer may have sufficient height to be affected by pitch 
for small beam depression angles. The consequences of roll motion can be 
significant, but only for the wings. In fact, the potential severity of the conse- 
quences is one of the reasons wing scatterers should not be used in the posi- 
tional match. The pseudoperiodic yaw motion of an aircraft, on the other 
hand, often is not strong enough to allow good ctossrange resolution, yet 
modifies the translational yaw to such a degree that it limits the achievable - 
crossrange resolution. By contrast, the yaw, roll, and pitch motions of ships 
are typically so large that, at such short wavelengths as X-band, the changes in  
orientation due to these motions are f i r  larger than neededfor the desired cross- 
range resolution. The issue with ships is not insufficient angular changes, but 
that ship motion can be so complicated that most images are highly distorted 
and degraded by spurious responses. 

Another difference is that, whereas an aircraft can essentially be consid- 
ered as a two-dimensional structure for purposes of a practical approach to 
identification, a ship must be treated as a true three-dimensional structure. 
The third dimension of height not only must be taken into account in imag- 
ing, but it allows one to discriminate ships on the basis of their superstruc- 
tures. By comparison with moving ground vehicles, a ship not only has a 
much larger motion about its center of gravity, but also one that is smooth 
enough to utilize for good crossrange resolution. Thus we must approach 
ship identification differently from the identification of either aircraft or 
ground vehicles. 

A further difference between ships on one hand and aircraft and 
ground vehicles on the other is that the variety of ships is far larger than that 
of aircraft or gound vehicles. It is relatively easy to obtain diagrams, photo- 
graphs, and toy models (or even radar data) for aircraft and ground vehicles, 
so that a good database for identification can be generated. This is much 
harder to do for the huge variety of ships found in a littoral environment. 
Thus, we may have to be content with classification rather than identifica- 
tion of small ships. 

5.1.2 Imaging of Ships 

When a ship moves along some path, the aspect angle seen by the radar 
tracking the ship changes gradually, so that the ship appears to be executing a 



slow and gradual yaw motion. In addition to the yaw associated with the 
translational motion of the ship there is generally also a pseudoperiodic 
yaw motion back and forth about the direction in which the ship is moving. 
A ship ordinarily also has pseudoperiodic roll and pitch motions. Thus, the 
nature of an image depends on the kind of composite motion that exists at 
the imaging time. We discuss the types of image that can be obtained with 
rangelDoppler processing. The main purpose of discussing imaging under 
various motion conditions is to demonstrate that ship images can easily be 
too complicated for interpretation. Hence, when a ship is to be (automati- 
cally) identified, one of the requirements is that we must select the imaging 
interval so that an interpretable type of ship image is generated. 

5.1.2.1 Range Profiles 

When an image is formed at a time when the combined yaw, roll, and pitch 
Doppler is zero, rangelDoppler imaging generates a one-dimensional image 
of the ship, its range profile. This happens when an image is formed at a time 
when all of the existing rotational motion components change directions, 
which is not a rare situation. A range profile of a real ship is shown in 
Figure 5.1. The responses in the image do not fall exactly along a straight 

Crossrange (gates) 

Figure 5.1 Ship image for zero yaw, roll, pitch Dopplers. 
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line, but the variation about a straight line amounts only to a small fraction 
of one crossrange gate. An image cut in the crossrange gate of the responses 
gives the (intensity) range profile of Figure 5.2. A test shows that all of the 
significant responses in the complex range profile can be readily analyzed by 
the TSA. However, accurate range positions alone are insufficient for identi- 
fication. We note that the image dwell of 0.2 seconds used to generate the 
image of Figure 5.1 provides good crossrange resolution at other imaging 
times. In contrast, if we double the imaging dwell used for Figure 5.1, we 
obtain a range profile indistinguishable from that of Figure 5.2. 

One should keep in mind that in order for an image to represent the 
range profile of the ship, the "image" of the ship must be oriented along 
the range axis, and the crossrange spread of the positions of the individual 
responses must be small compared with one crossrange gate width. This 
combination lets us recognize that the image represents a range profile, 
which implies that the ship has no yaw, roll, or pitch motion at the imaging 
time strong enough for forming a two-dimensional image. 

-20 -1 0 0 10 20 
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Figure 5.2 Intensity range profile of a ship. 
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5.1.2.2 Yaw Images 

Visualizing the type of radar image generated when one or more of the 
motion components about the center of gravity are effective, and when the 
beam depression angle is arbitrary, can be rather demanding Thus we illus- 
trate our discussion of the principles with the appropriate images for a simu- 
lated ship. Befitting this purpose, the simulated ship is rather simple, so that 

the essential points can easily be recognized. The ship is assumed to have 
three distinct height levels, the deck, the first level of a superstructure, and 
the second level. Point scatterers are used to define the shape of the deck. 
Both levels of the superstructure are represented by point scatterers at four 
corners. Figure 5.3 shows three views of the simulated ship, with axes labeled 
in feet. The simulation includes only the scatterers indicated by dots. The 
lines are included to show more clearly the three levels of the scatterers. 
In view of our negative statements concerning target simulation, we want to 
point out that the present simulation is intended merely to clarify the imag- 
ing conditions rather than to simulate the backscattering behavior of a target. 

Before considering the types of two-dimensional ship image, we clarify 
some of the terms we use. By "aspect angle," we mean the angle between the 
long symmetry axis of the ship hull and the projection of the radar line-of- 
sight (LOS) on the horizontal plane, with bow-on being zero aspect angle. 
Yaw motion is a change in aspect. "Depression angle" is the negative eleva- 
tion of the radar LOS measured with respect to the horizontal. "Pitch" and 
"roll" are deck angles with respect to the horizontal. A "heeled" ship is one 
with nonzero roll. 

Figure 5.3 Simulated ship. 
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We first consider the types of image a radar can form when only one of 
the three motions about the center of gravity is effective at the imaging time. 
Let us first assume a pure yaw motion. If the depression angle of the radar 
beam is zero, range resolution slices the ship into narrow cells in the horizon- 
tal plane. Since the Doppler of a scatterer is proportional to the distance from 
the center of the yaw motion projected onto a perpendicular to the line 
of sight, Doppler resolution gives crossrange resolution. Combined range/ 
Doppler resolution establishes a grid of rectangular resolution cells in the 
horizontal plane, so that a topview of the ship isgenerated bypureyaw motion. 
This is the only kind of radar image that will resemble an optical image, 
although there will be differences in backscattering behavior. An optical sen- 
sor illuminating a ship from above establishes the same grid of resolution 
cells via resolution in the two angles. This is why the designation topview is 
justified, even though it is taken from optics. 

As an example of a topview image, Figure 5.4 shows a yaw image of the 
simulated ship of Figure 5.3 for a beam depression angle of 0'. The eight 
dots near the center of the ship represent scatterers of the superstructure, 
with the four scatterers of the lower level connected by dotted lines, and the 
four scatterers of the upper level by dashed lines. 
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Figure 5.4 Simulated yaw image, O0 depression angle. 



As the beam depression angle is increased from zero, (slant) range no 
longer corresponds to ground range. The plane in which the range resolution 
cells are established tilts upward with the line of sight. The important conse- 
quence is that scatterers at larger heights are shifted into closer range cells, 
with the amount of the shift proportional to scatterer height. A less impor- 
tant effect (for reasonably small beam depression angles) is that the yaw Dop- 
pler decreases with the cosine of the beam depression angle. This means a 
degradation in crossrange resolution as the beam depression angle increases. 
Thus, we have a gadual range shift with scatterer height, as well as a gradual 
widening of the crossrange resolution cell (all other factors remaining the 
same). The yaw image of the simulated ship of Figure 5.3 is shown in 
Figure 5.5 for a beam depression angle of 20'. Since cos20° = 0.94, which is 
only 6% different from unity, the degradation of crossrange resolution is not 
visible to the eye. O n  the other hand, the responses of the superstructure are 
significantly shifted in range. Because of the nonzero aspect angle, the range 
shift means that the responses are translated closer to the edge of the ship 
near the radar. 

For a beam depression angle of 20°, the relative translation in range of 
scatterers with a height difference of 5m is 5sin20° = 1.7m, which  roba ably 
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Figure 5.5 Yaw image for 20" depression angle. 
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is not significant when a ship is viewed at a small aspect angle, but becomes 
significant at large aspect angles. The translation in range can be undone, at 
least in theory, if we can also obtain a sideview of the ship that shows the dif- 
ferent heights of the scatterers, and if we can establish the scale factor for 
height. This may not be possible in practice. However, it may be adequate to 
correct the range shift based on some reasonable assumption about the height 
of the superstructure for a measured length of the ship. Since the real data 
used for our later illustrations were taken at very small beam depression 
angles, we cannot provide an actual example of the correction. In the absence 
of appropriate data, one cannot be sure to what accuracy a correction that 
appears to be straightforward can actually be performed. 

At the extreme of a 90' beam depression angle, range resolution slices 
the ship along its height, whereas the capability for crossrange resolution dis- 
appears. We have a range profile along the height dimension. The corre- 
sponding image is shown in Figure 5.6. The image has degraded into a range 
profile that shows the three height levels of the ship. 

Crossrange (gates) 

Figure 5.6 Yaw image for 90" depression angle. 



5.1.2.3 Roll Images 

As the next case, we consider a ship with pure roll motion. At a zero beam 
depression angle, the roll Doppler is proportional to the height of the scat- 
terer, so that the tendency is to generate a general type of sideview. This is 
illustrated by the image in Figure 5.7, which shows a pure roll image for a 
beam depression angle of zero and a roll angle near zero. Since the roll Dop- 
pler is proportional to the height of the scatterer, the scatterers at the same 
height all appear in the same crossrange gate. There is no shearing of the 
image in crossrange, as with yaw motion. We recognize the three height lev- 
els in Figure 5.7. The fact that one of the responses of the third height level 
is missing is due to inadequate resolution in the intensity image. In this 
instance the missing response can be found in the complex image when the 
TSA is used. 

The roll Dopplers of scatterers on the superstructure decrease with the 
cosine of the beam depression angle, which is the same weak effect as with 
pure yaw. However, as the beam depression angle increases, scatterers at the 
same height no longer have the same Dopplers. A scatterer's position along 
the width of the ship contributes to its Doppler. The consequence is that 
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Figure 5.7 Roll image for 0" depression angle. 
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each height level is imaged similarly to the case of pure yaw motion. As 
an example, the pure roll image for a 20' depression angle is shown in 
Figure 5.8. O n  the right side of the image, we recognize the (somewhat dis- 
torted) outline of the deck. The four corner responses of the first level of the 
superstructure lie on the corners of the dotted parallelogram, and those of the 
second level on the dashed parallelogram. Resolution in the intensity image 
again is insufficient to display the fourth response of the second level. Note 
that the images of the three height levels are oriented along the range axis, 
because the scatterers at each level are at the same height. The image of 
Figure 5.8 can be obtained from the image of Figure 5.7 by translating the 
responses at each height level in crossrange. As with a yaw image, there is also 
the range shift of the responses due to the difference between slant range and 
ground range. 

At the extreme of a 90' beam depression angle, we would obtain a 
range profile with the three different height levels if the ship had no width, 
just as in the case of the yaw image. Since it has width, the roll Dopplers 
spread the responses in each range gate in proportion to the spread in width 
of the scatterers at the corresponding height. Figure 5.9 gives the roll image 
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Figure 5.8 Roll image for 20" depression angle. 
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Figure 5.9 Roll image for 90" depression angle. 

for this case. I t  can be generated by spreading the range profile of Figure 5.6 
in crossrange, with the spread proportional to the width of the deck or 
superstructure. 

In referring to images that show the different height levels, we used the 
term "sideview." However, whereas the designation "topview" is justified for 
a yaw image, the designation "sideview" is not justified for almost all roll or 
pitch images. If the aspect angle of the ship is very small, range resolution 
slices the ship into narrow rectangles whose wide dimension extends across 
the width of the ship. The response of each scatterer is shifted in crossrange 
by an amount proportional to the height of the scatterer. Assuming that each 
range cell contains one dominant scatterer, we obtain a true sideview in this 
situation; but it is the exception. At larger aspect angles, range resolution 
slices the ship more along its length than its width. The dominant scatterer in 
each range cell can be positioned anywhere within that range cell, which 
means that its position can vary over a substantial part of the ship length. 
The image in that case has little relation to an optical type sideview image. In 
the extreme case of a broadside aspect, range resolution slices the ship along 
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its length, so that the radar image represents a kind of frontview or rearview. 
Hence, we will refer to images in which roll (or pitch) spread the superstruc- 
ture in crossrange as "sea-level-view" images. 

5.1.2.4 Pitch Images 

As the third case, we consider a ship with pure pitch motion. The situation 
with regard to (slant) range and ground range remains the same as with yaw 
and roll, since range resolution does not depend on the ship's motion. Thus, 
we again have the relative range shifts of the scatterers at different heights. 

At a beam depression angle of zero and a pitch angle of zero, scatterers 
at the same height have the same Dopplers. The radar generates the range 
profiles of the scatterers at the same height, in this instance a range profile for 
the scatterers on the deck, another range profile for the scatterers at the sec- 
ond level, and a third range profile for the scatterers at the third level. The 
Dopplers are proportional to height, just as in the case of roll. For small 
nonzero pitch angles, each of theseprofiles is sheared in crossrange, with shear- 
ing proportional to a scatterer's position along the length of the ship. Thus 
we obtain the image of Figure 5.10. It is very similar to the roll image of 
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Figure 5.10 Pitch image for 0" depression angle. 
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Figure 5.7, but is flipped in crossrange due to the phasing of the pitch 
motion, and has a small amount of shearing 

When the beam depression angle is increased from zero, the pitch Dop- 
plers become significantly different even for the scatterers on the same height 
level, similar to the case of yaw. This means that the three range profiles 
of Figure 5.10 become much more sheared in crossrange. An example of 
how the image of Figure 5.10 changes when the beam depression angle is 
increased to 20' is shown in Figure 5.11. Note how the four scatterers at the 
second height level again define a (dotted) parallelogram with two sides ori- 
ented along the range axis, as in the case of a roll motion. Resolution again is 
inadequate in the intensity image to show all the corners of the analogous 
(dashed) parallelogram for the third height level. 

At a beam depression angle of 90°, range resolution resolves the scatter- 
ers at the different height levels. For a given height level, the Dopplers of the 
scatterers are proportional to the distances of the scatterers from the pitch 
axis. The responses at each height level thus are separated in crossrange, 
depending on their separation along the length of the ship (rather than along 
the width, as in the case of roll). We obtain the image of Figure 5.12. It is the 
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Figure 5.11 Pitch image for 20" depression angle. 
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Crossrange (gates) 

Figure 5.12 Pitch image for 90" depression angle. 

same type of image as the roll image of Figure 5.9, except that length and 
width of the ship are interchanged. 

5.1.2.5 Yaw/Pitch/Roll Images 

Images generated by only one of the three motion components can be rela- 
tively easily interpreted, in particular the topview image from yaw. Image 
interpretation becomes much more difficult if all three motion components 
contribute to the image, in particular with real data. The difficulty i f  image 
interpretation increases by another level if the beam depression angle is not 
very small. We now consider images with all three motion components, both 
for zero beam depression angle and an angle of 20'. This leads to specific 
practical conclusions concerning imaging for ship identification. 

An example of an image of the simulated ship when all three motion 
components are effective is given in Figure 5.13. The maximum angular 
deviation of the full motions about the center of gravity is 2' for the yaw, 
and 5' for both pitch and roll. The angular deviation over the imaging inter- 
val is 0.6" for the yaw, 1.6' for the roll, and 1.8' for the pitch. Although the 
beam depression angle is O0 in this example, the situation does not change 
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Figure 5.13 Yaw/pitch/roll image for 0" depression angle. 

appreciably for moderate beam depression angles such as 20'. In Figure 5.13, 
we notice separate topview images of the deck, of the four scatterers of the 
first height level of the superstructure (dotted), and the four scatterers of the 
second level (dashed). When the imaging time is shifted in small steps, the 
essential consequence is that the responses of the superstructure move into 
the outline of the deck and then beyond it on the other side. Also, the direc- 
tion and amount of shearing of the entire image changes. 

5.1.3 Image-Time Selection 

For a simulated ship as used in our illustrations, an image of the type shown 
in Figure 5.13 probably could be interpreted. Even with a different timing of 
the yaw, pitch, and roll motions, the responses still could be ordered into 
responses from the deck and those from the superstructure. One can form 
two images at different times in order to recognize the crossrange translation 
of the superstructure responses in relation to the deck responses, for better 
identification of the superstructure. Although the responses of the super- 
structure shift into different range cells when the beam depression angle 
is not zero, since the actual angle is known, it still should be possible to 
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unscramble the image. If one employs a somewhat more realistic ship model 
for which perhaps many of the scatterers of the nonilluminated edge cannot 
be observed and the superstructure is not divided into specific levels, the 
interpretation of an image formed at an arbitrary time will be at best very dif- 
ficult. Now, if one deals with real data, the problem of interpreting an image 
that contains a combination of yaw, pitch, and roll effects appears to be 
unsolvable, in particular if the interpretation is to be automatic. 

Normally, one would not draw such a negative conclusion without at 
least trying to interpret distorted ship images, which we have not done, but 
there is another reason one need not attempt to interpret an image of this 
kind. A real ship, like an aircraft or a ground vehicle, has dominant scatterers 
so large compared with the wavelength that there is a serious problem from 
the spurious responses generated by the wandering phase centers of the scat- 
terers. This problem is particularly severe if the motion is complicated, either 
because it is erratic or the rotation axis is changing during the imaging inter- 
val. As will be illustrated by our examples of the imaging of real ships, spuri- 
ous responses can severely degrade the quality of an image already distorted 
by a complicated motion about its center of gravity. In order to generate an 
image that allows identification or classification, it is necessary to select an 
imaging time at which the motion is smooth and about a fixed axis. The cen- 
tral issue of ship identification thus is the choice of the imaging time, both in 
order to facilitate the interpretation of the image and to avoid harmful spuri- 
ous responses. 

The purpose in selecting a specific imaging time is to generate an image 
from which one can extract the information needed to identify or classify 
the ship. Since ships move and maneuver much more slowly than aircraft or 
ground vehicles, tracking of the ship can provide a fairly accurate measure- 
ment of the ship's aspect angle. This allows one to derive the crossrange scale 
of a topview image, so that one can measure the actual length of the ship if 
bow and stern scatterers are observed. (The aspect angle cannot be supplied 
by the radar if the ship is docked, moored, or anchored. However, in this case 
the motions about the center of gravity of the ship should be so small that 
the SAR effect from the moving radar platform dominates. This ~rovides the 
crossrange scale.) As with other types of target, the radar length is defined 
by the observable scatterers. If scatterers at the extremes of a candidate ship 
are not observable because there are no wave-trapping features at the bow or 
stern, we must use photographs and diagrams to define the ship's length as 
seen by a radar. The width of the ship also can be correctly measured after the 
crossrange scale is derived, ~rovided responses from scatterers on the far side 



of the ship can be recognized in the image. Also important, with the range 
scale known from the value of range resolution and the crossrange scale 
derived from the tracker data, for reasonably small beam depression angles 
one can measure the true positions of the observable scatterers within the 
outline of the ship, as with SAR images of stationary ground vehicles. There- 
fore, a high-quality topuiew image is so usefil that it should be thefirst objective 
of imaging. 

A good topview image shows the deck positions of the prominent 
scatterers of the superstructure, but not their heights. Because of the large - 
number of ships in a littoral environment and the practical impossibility of 
obtaining and evaluating photographs and diagrams on all ships that may 
be encountered at a given time, the measurement of the height 'jwoJile"of a ship 
also appears indispensable. There are two ways in which this can be done. 
First, we can generate a sea-level-view image in addition to the topview - 
image, and correlate the positions of the responses in the two images. This 
will show the heights of scatterers whose positions are measured in the - 
topview image, at least for the prominent scatterers. In principle, one might 
be able to analyze the motions of a set of scatterers and from the analysis 
derive the height scale. We do not believe that the tracking of scatterers can 
be done with sufficient accuracy for such an approach to work for a real ship 
and most motion conditions (see Appendix E). A height profile with 
unknown scale factor is probably all that can be measured in practice, and it 
should suffice. Second, we can start from the topview image, and change the 
time slightly until rolllpitch effects appear on the superstructure. This will 
show relative height while minimizing the problem of correlating responses 
in two images (deghosting). 

For the first approach, we need an observation interval long enough to 
find a time when the image of the ship is a topview and another time when it 
is a sea-level view. With the second approach, we only need a topview plus 
some time interval around it to have the topview "distorted." The second 
approach thus appears to be more efficient with respect to the required total 
observation time. This need not necessarily be so, because a relatively long 
observation interval, in terms of basic motion periods, may be needed in 
order to find a good topview image. However, small ships have relatively 
short motion periods, so that the overall observation time need not be too 
long. Whatever method is used, the primary requirement is to generate a 
good topview image. 

Note that we have mentioned two approaches without suggesting 
which of the two should be preferred in practice. Our policy in this book is 
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to discuss those methods that can work in practice, without specifying a cer- 
tain method when alternatives exist. Such decisions can be made only during 
the development process toward an operational system. 

In principle, one could examine a sequence of images over the available 
observation interval in order to select a good topview image, or perhaps a 
topview as well as a sea-level-view image, making the selection on the basis of 
the target's appearance in the intensity image. However, besides the type of 
image, a second requirement is that an image not have a seriousproblem with 
spurious responses. Although the associated condition that the motion be 
about a fixed axis is automatically met if the image is a good topview, there 
might be a motion disturbance that degrades the image quality. It appears to 
us that examining a sequence of images is an unworkable approach in prac- 
tice, if ship identification or classification is to be performed automatically. 
One problem is the generally complicated backscattering behavior of a target 
such as a ship, which may not let one recognize a high-quality radar image. 
Another problem is the range shift of the responses from the superstructure if 
the beam depression angle is not zero. A third problem is the image distor- 
tions from the composite motion about the center of gravity. A fourth comes 
from the spurious responses from a changing rotation axis, and, lastly, we 
have the spurious responses generated by a disturbance of the smooth 
motion. To make matters worse, the effects vary so rapidly that the sequence 
of images to be examined may have to be formed with overlapping imaging 
intervals. Given enough time, an analyst could examine these images in order 
to select one or more usable images of the ship, but the number of ships in a 
littoral environment can be so large that the entire process must be fully 
automated. The conclusion is that the appropriate imaging time should be 
selected in a manner that does not depend on the examination of the appear- 
ance of images. 

To arrive at the appropriate procedure of image-time selection, we start 
from the requirement that the motion of the ship must be about a$xed axis at 
the imaging time. We also need an undistorted image that can be readily 
interpreted. As already discussed, the primary requirement is to generate the 
kind of topview associated with SAR images of stationary targets. This means 
that the responses from the scatterers of the superstructure not be translated 
in crossrange from their correct positions on the deck. The conclusion is that 
the image should be generated at a time when the rotation of the superstruc- 
ture induced by roll or pitch is absent; that is, when the roll and pitch Dop- 
plers are zero. 

One might be tempted to conclude that the appropriate approach to 
finding this optimum imaging time would be to track as many scatterers as 



needed, then to determine the ship's motion components from these tracks, 
and from an interpretation of the motion components derive the best imag- 
ing time. This might work with a simple model of a ship, such as we have 
used in our earlier illustrations. With real ships, on the other hand, accurately 
tracking a scatterer is a problem, and accurately tracking many scatterers is 
an unsolvable problem. An indication of the required tracking accuracy is 
obtained from the derivations in Appendix E. Even though we have not tried 
to solve the general motion measurement, it is our opinion that the achiev- 
able tracking accuracy is insufficient to derive usable results on the basis of 
simultaneous solution of equations of rigid-body rotation. A more practical 
approach is needed. 

Such an approach exploits the fact that one can recognize that a scatterer 
is located near the bow or stern, or on the superstructure, Furthermore, scatterers 
in these areas are generally the best trackable on the ship. The relative Dop- 
pler of bow and stern scatterers depends only very weakly on roll motion. 
When this Doppler is zero, only yaw is effective and one can form a topview 
image. The relative Doppler of two superstructure scatterers with the same 
deck position but different heights depends only very weakly on yaw motion. 
When this Doppler is zero, only roll is effective and one can form a sea- 
level-view image. The weak third motion components may cause small dis- 
tortions of the images, but the small refinements in imaging time needed to 
generate undistorted images can be estimated from the distortions 
themselves. 

To implement the approach, we select a scatterer on the superstructure 
and compensate its motion so that the scatterer becomes stationary. Using 
the modified data, we select another scatterer of the superstructure at a differ- 
ent height, but as close in its deck position as possible to the first scatterer. 
Then we measure the changing Doppler of the second scatterer over the 
observation interval. When the Doppler goes through zero, we have the con- 
ditions for generating the best obtainable topview of the ship. This is a 
topview of the heeled, pitched ship. If the scatterers were all at the same 
height, it would also be a topview of the upright ship. However, differing 
heights will introduce some distortions, even for zero beam depression angle. 
If the heights are significantly different, so that the distortions become seri- 
ous, we can make a first-order correction by estimating the height differences 
from another image that displays a sea-level view of the ship. The practical 
problem is to perform the required measurements with sufficient accuracy on 
real data. 

If we want to measure the shape of the superstructure in a separate 
image, we must generate an image in which the roll/pitch of the 
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superstructure is effective. Since we want to form this image at a time when 
the motion is about a fixed axis, we must select a time at which the differen- 
tial Doppler between scatterers at the same height and along the centerline of 
the ship is zero. This time is found analogously to the process of selecting the 
correct time for the topview image. Assuming for the moment that there is a 
stern scatterer on the centerline of the ship, and that the stern and bow scat- 
terers are at the same height, we first motion compensate one of the two scat- 
terers. In the compensated data, we then motion compensate the second 
scatterer, measuring the Doppler of the scatterer in the process. The image 
then is formed at the time at which the Doppler of the second scatterer is 
zero. If the two scatterers are not on the centerline of the ship and at the same 
height, a correction can be performed on the basis of the actual scatterer posi- 
tions extracted from topviews and sea-level views, even though we will not 
have the height scale. There is a practical relation between the length of a 
ship and the height of its superstructure. Although there will be errors, we do 
not need the high positional accuracies for ships that we do for aircraft and 
ground vehicles, so that no correction or only a rough correction is needed. 

The described procedure ideally utilizes tracks of two scatterers that 
have a small separation along the length and width of the ship, but a large 
height difference. It is often difficult to track two such scatterers. As a practi- 
cally important alternative, we can use the tracks of the bow and stern scat- 
terers to derive the track for any point on the line (in three-dimensional 
space) through the two scatterers. W e  can rephce one of the superstructure 
tracks with the derived track of a virtual scatterer whose location differs from 
that of the tracked superstructure scatterer primarily in height, with small 
differences in the other dimensions. This alternative procedure becomes par- 
ticularly important when tracking of scatterers is problematic, as it often is 
with real ships. 

5.1.4 Principles of Analyzing a Ship's Motion 

We first demonstrate the requisite measurements on the simulated data, and 
then proceed to real data. We want to measure the Doppler of the stern scat- 
terer when the bow scatterer is stationary (or vice versa). This Doppler is a 
combination of yaw and pitch Doppler. We also want to measure the Dop- 
pler of a scatterer on the superstructure relative to another scatterer on the 
superstructure at a different height. This gives a combination of roll and 
pitch Doppler, but it is the combined Doppler that must be zero if a good 
topview image is to be generated. For simplicity, throughout all of what fol- 
lows we will refer to the first measured Doppler as yaw Doppler, and to the 
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second as roll Doppler, even though both may be affected by the pitch. In 
other words, we assign part of the pitch effect to the yaw and the other part 
to the roll, since pitch generates effects analogous partly to yaw and partly 
to roll. 

The principles of imaging-time selection and imaging are the same 
regardless of the beam depression angle, since our approach is directed 
toward finding the times at which the ship is not rotating about a horizontal 
axis (whether due to roll or pitch), and the times at which it is not rotating 
about a vertical axis. The value of the beam depression angle thus is irrelevant 
as far as image-time selection is concerned. However, at larger beam depres- 
sion angles the scatterer responses are shifted in range in proportion to their 
heights, so that image interpretation becomes more difficult. We  illustrate 
the procedures of image-time selection for beam depression angles of 0° and 
20'. Since our real data were collected with low beam depression angles, we 
must use the simulated ship to demonstrate image-time selection at the 
higher beam depression angle. 

Starting with a beam depression angle of zero, the peaks tracks for the 
simulated ship are shown in Figure 5.14 for maximum angular deviations of 
1.5" for yaw, pitch, and roll. Even with simulated data, some of the peaks 
tracks are the poor tracks of unresolved scatterers. We want to select two 
responses on the deck at about the same height, near bow and stern, and two 

Figure 5.14 Peaks tracks for simulated ship. 
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responses of the superstructure with close deck positions. To recognize the 
height dzfference we must form a (short term) sea-level-view image. To obtain 
such an image, we should select two convenient scatterers near the bow and 
stern, determine the yaw motion, and then form an image when the yaw 
Doppler is zero. This will be a sea-level-view image, and hence will show 
whether or not the two selected scatterers are at sufficiently close heights. If 
not, we select another scatterer for the pair. This is the appropriate procedure 
for automated measurements. With the manual processing used for our illus- 
trations, it is simpler to select an arbitrary imaging time, form the image, and 
check if it is a sea-level-view image. If so, we use it to estimate the relative 
height differences. If it is too close to a topview image, we can shift the imag- 
ing time a little and try again. The precise procedure does not matter, and in 
an operational system one will implement whatever method appears simpler. 
For our illustration, we choose the trial approach. 

Since the peaks tracks indicate a motion period of two seconds, and we 
desire that the Doppler not vary too much over the imaging interval even 
for a survey image, we use an imaging interval of 0.2 seconds, or 10% of 
the motion period. Trying an imaging time of 1.6 seconds, indicated by the 
dotted rectangle in Figure 5.14, we obtain the image of Figure 5.15. The 

-4 -2 0 2 
Crassrange (gates) 

Figure 5.15 Short-term image for scatterer selection. 
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strong stern and bow responses are on the long symmetry axis of the image, 
hence must be at nearly the same height, so that there is no question about 
selecting them for the yaw measurement. They are in Range Gates 42 
and -42 at the chosen imaging time, indicated by solid arrows in both 
Figure 5.14 and 5.15. The best pair of scatterers for the roll measurement 
would be the strong one in Range Gate 6 (a solid arrow), and the weak one in 
Range Gate 4 (the dotted arrow). However, tracking the weak one presents 
difficulties. With a stronger scatterer in Range Gate 6 and a comparable scat- 
terer in Range Gate 2, simple peaks tracking of the range profiles is problem- 
atic. This can be seen from the peaks track marked by the dotted arrow near 
Range Gate 3 in Figure 5.14. Thus, it is better to choose the other strong 
scatterer of the superstructure, which is in Range Gate -2 (a solid arrow). 
The separation of the two scatterers along the length of the ship is still only a 
small fraction of the separation of the bow and stern scatterers, which means 
that the deck positions of the two scatterers are reasonably close. We go into 
Figure 5.14, select the peaks tracks that fall in the above range gates at the 
imaging time of 1.6 seconds, and range- and Doppler-track the correspond- 
ing scatterers. 

When the yaw and roll measurements are performed in accordance 
with the method demonstrated in detail in Section 2.3.2, using the simplest 
form of scatterer tracking, we obtain the yaw and roll Doppler curves of 
Figure 5.16, with the dashed curve giving the yaw Doppler. If we choose an 
imaging time when the roll Doppler is zero and the yaw Doppler is nonzero, 
we should obtain a topview image. At a time when the yaw Doppler is zero 
but the roll Doppler is not, we should obtain a sea-level-view image. From 
Figure 5.16 we arbitrarily select a specific time with zero roll Doppler at 9.08 
seconds, with the corresponding 0.2-second image shown in Figure 5.17. 
Comparison with Figure 5.4, where only yaw motion exists, shows that we 
have indeed obtained an excellent topview image. Similarly, from Figure 5.16 
we obtain an imaging time of 13.8 1 for an example of a sea-level-view image. 
The image for this time is shown in Figure 5.18. The differences relative to 
the pure roll image of Figure 5.7 are insignificant. 

In the preceding example we selected good bow and stern scatterers, 
but the scatterers chosen for the superstructure do not have close deck posi- 
tions. Thus, even with simulated data there can be a problem of selecting 
good pairs of scatterers, at least when we use the simplest method of tracking 
the peaks of the range profiles. The problem is worse for real data. As dis- 
cussed above, there is an alternative procedure. We  can track the bow and 
stern scatterers, and by interpolating between the two tracks, motion com- 
pensate in such a manner that the stationary point falls along the straight line 
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Figure 5.16 Yaw (dashed curve) and roll Dopplers for 0" depression angle. 

Crossrange (gates) 

Figure 5.17 Topview image. 
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Figure 5.18 Sea-level-view image. 

connecting the two scatterers and within the range gate of a scatterer on the 
superstructure. Then there is no need to select a second scatterer for the roll 
Doppler measurement, because its purpose is only to serve as a stationary 
point. With our interpolation we replace the real stationary scatterer with a 
virtual stationary scatterer, so that the roll can be measured with respect to 
the virtual scatterer. The separation of the deck positions of the virtual scat- 
terer and a trackable superstructure scatterer can generally be made much 
smaller than that of the superstructure scatterer and a second trackable scat- 
terer. Hence, if there is an accuracy ~roblem,  the alternative approach should 
give more accurate results. 

In Figure 5.19, the solid curve gives the roll Doppler derived with 
the alternative procedure, using the tracks of the bow, stern, and a high 
superstructure scatterer. The dashed curve is the roll Doppler curve from 
Figure 5.16, included for comparison. With the alternative procedure, the 
fourth track used to derive Figure 5.16 was replaced by a track of a virtual 
scatterer in the range gate of the high superstructure scatterer, generated by 
linearly interpolating between the bow and stern scatterer tracks. Aside from 
the irrelevant scale factor and a tracking problem near the fringes of the 



Figure5.19 Alternative roll Doppler, 0" depression angle, versus roll Doppler of 
Figure 5.16. 

interval, the two roll Doppler curves are in excellent agreement. They have 
the same shape, with times of zero roll Doppler typically differing by less 
than 0.1 seconds. The fact that the two curves agree so well is an indication 
that choosing two scatterers of the superstructure that are not close in their 
deck positions did not lead to significant errors in the roll Doppler measure- 
ment, but this need not be true in general. 

Figure 5.20 shows the range peaks tracks for the same simulated target 
motion as Figure 5.14, but with a radar beam depression angle of 20". The 
bow and stern areas of Figures 5.14 and 5.20 (ranges less than about Gate 
-20 and greater than about Gate 20) are quite similar, because the scatterers 
in these regions are all at the same height. The change in depression angle 
compresses the range tracks in proportion to the cosine of the depression 
angle, only about 6% in this case. The tracks also differ slightly because roll 
and pitch are more effective, and yaw less effective, at the 20" depression 
angle. The central ranges of the figures differ more substantially, because the 
scatterers in this region are at three different heights. Each scatterer is shifted 
in range by its height multiplied by the sine of the depression angle. There- 
fore, the relative ranges of scatterers in the central part of the ship change as 
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Figure 5.20 Range peaks tracks, 20" depression angle 

the depression angle varies. This change in interference conditions means 
that a scatterer may be trackable at one depression angle but not another. 

When the motion measurement is repeated on the data for a 20' beam 
depression angle, with the four-scatterer procedure (using the tracks marked 
by arrows in Figure 5.20) we obtain the yaw and roll Doppler curves of 
Figure 5.21. Figure 5.22 shows an interesting section of Figure 5.21. Dotted 
rectangles indicate intervals used to form images shown in figures below. T o  
begin with, the roll Doppler is zero at a time of 10.40 seconds, so that we 
should obtain a topview image at this time. The actual image is shown in 
Figure 5.23. The superstructure responses are not quite in the center of the 
deck, but are in the appropriate positions, as can be verified by a compari- 
son with Figure 5.5. Thus, the combined rolllpitch Doppler is zero at 
this time. 

The situation is similar with respect to sea-level views. Using 
Figure 5.22, we select a time of zero yaw Doppler at 10.9 seconds, obtaining 
the image of Figure 5.24. It is not a zero-yaw-Doppler image. We see sepa- 
rately the scatterers of the deck and of the two height levels, with the 
responses at each level separated in crossrange because of a residual yaw 
motion. If the imaging time is shifted by 0.2 seconds we obtain the image 
of Figure 5.25. This is clearly a (zero-yaw-Doppler) sea-level-view image. In 
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Figure 5.21 Yaw (dashed curve) and roll Dopplers for 20" depression angle. - 
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Figure 5.22 Section of Figure 5.21. 
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5.23 Image at zero roll Doppler. 
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Figure 5.24 lmage at 10.9 seconds. 
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Figure 5.25 Sea-level-view image. 

practice, in order to get from Figure 5.24 to Figure 5.25, we can adjust the 
imaging time slightly until the crossrange spreading of the deck responses 
disappears. This should be automatically measurable even with real data. 
Imaging at other times of zero roll or yaw Doppler as determined from 
Figure 5.21 shows that Figure 5.24 represents the worst case of the timing 
error for this example. 

The practical question is the following: Should one use such a simple 
procedure for imaging-time selection, and then shzj? the imaging time slightly 
(until the responses of the superstructure are roughly centered on the deck 
for a topview, and until the crossrange width of the deck responses is zero for 
a sea-level view), or should the procedure of image-time selection be refined 
until Doppler curves such as the ones in Figure 5.21 give the best imaging 
times accurately? Although we have relied on the former procedure, an 
answer requires extensive practical tests of identification. We will merely 
show that it may be possible to improve the measurement accuracy. 

As a reference, consider the distorted topview image of Figure 5.26, 
formed at 10.15 seconds. The superstructure responses are offset from the 
center of the deck, but away from the side of the ship closest to the radar (the 
effect of the depression angle should shift them toward this side). The image 
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Figure 5.26 Image a t  10.15 seconds 

shows the two corners of the stern, indicated by horizontal arrows. For 
a nonzero beam depression angle, the range difference between the two cor- 
ners changes with yaw and roll, but not with pitch. Hence, if we measure the 
Doppler of one corner relative to the other, in the same way as for bow and 
stern scatterers, the Doppler describes a combined yaw and roll motion, but - * 

without pitch component. If we image at the time of zero Doppler, only the 
pitch motion will be effective. Similarly, consider the two responses approxi- 
mately in Crossrange Gate 7.5 of Figure 5.26, indicated by vertical arrows. 
Their range difference is affected by pitch and roll, but only insignificantly 
by yaw (for small changes of aspect). Thus, the relative Doppler of these two 
responses will be a combination of roll and pitch, without yaw. Imaging at a 
time of zero Doppler will give a yaw image. The third case of no roll effects is 
obtained when responses along the edge are used for deriving the motion 
Doppler. The Doppler then is a combination of yaw and pitch Doppler, 
without roll. In the third case, when real data are used, we must check a sea- 
level-view image to verify that the scatterers are at the same level. This more 
general procedure allows us to form specific types of image by selecting the 
times at which the measured Doppler is zero. Of course, we must be able to 

-. 

track the relevant scatterers, which may be problematic in real data. 
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As an example of the procedure, deriving the Doppler of one stern cor- 
ner relative to the other and selecting an image time at which the Doppler is 
zero gives the image of Figure 5.27. Within the measurement accuracy, there 
is no crossrange separation of responses at the same position along the length 
of the ship, because we eliminated the crossrange separation between the two 
corner responses of the stern. The height levels are correctly reproduced. 
Since we know the type of image that was generated, it can be interpreted 
even when real data are used. 

When the two scatterers in Crossrange Gate 7.5 are used, as discussed 
above, and a zero-Doppler time is used for imaging, we obtain the yaw image 
of Figure 5.28. It is a topview image, obtained from yaw alone. In the third 
case, where scatterers along the edge of the ship are used, the same procedure 
leads to a roll image that has the same characteristics as the roll image of 
Figure 5.18. Again, the advantage of systematically selecting the imaging 
time is that we know the nature of the image generated. That may not be - - 

important for simulated data, but it is very important for real data. 
The preceding results for a beam depression angle of 20' were derived 

by performing Doppler measurements on two scatterers at a time, regardless 
of what type of Doppler was to be measured. We now demonstrate that the 
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Figure 5.27 Pitch image. 
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Figure 5.28 Yaw image. 

procedure in which a real scatterer is replaced by a virtual scatterer works just 
as well at the higher beam depression angle. 

We now derive the roll Doppler from the three tracks of Figure 5.20 
indicated by solid arrows, using the alternative procedure with three real and 
one virtual scatterer. Bow and stern scatterers were tracked in Range Gates 
-39 and 39, respectively. The high superstructure scatterer was tracked in 
Range Gate -8. A virtual track was generated in the range gate of the high 
superstructure scatterer. In this alternative derivation, we would like to use a 
virtual scatterer at the same position along the length of the ship as the high 
superstructure scatterer. However, because of the height-dependent range 
shift of the superstructure scatterer for nonzero depression angles, the virtual 
scatterer should be chosen at a greater range than that of the superstructure - - 

scatterer. In a second version of the alternative procedure, the virtual scat- 
terer was chosen at the correct range. Figure 5.29 shows the roll Dopplers 
derived with the alternative procedure, with (dashed) and without (solid) 
taking into account the range shift of the scatterer. With the exception of the 
zero roll Doppler time near two seconds (poor tracking accuracy), the two 
Doppler curves are in very good agreement. The other times of zero roll 
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Figure 5.29 Alternative roll Doppler, 20" depression angle, and improved version. 

Doppler agree within 0.1 to 0.2 seconds (5% to 10% of the average motion 
period). This agreement indicates that a correction for the height-dependent 
range shift need not be very precise. We can apply the correction by using a 
typical height for a given ship length and superstructure position. 

Note that the roll Dopplers of Figures 5.29 and 5.19, the results for 
beam depression angles of 20' and 0°, are essentially identical. The times of 
zero roll Doppler are indistinguishable, and the shapes of the two curves dif- 
fer only in small details. Thus, when the beam depression angle is increased 
to 20°, the change in the roll Doppler is minimal. Although this is to be 
expected on the basis of physical considerations, the differences between the 
peaks tracks of Figures 5.20 and 5.14 indicate that the processing for the two 
cases is significantly different. We have found that the three different types of 
measurement (four scatterers, three scatterers without range correction, three 
scatterers with range correction) measure the timing of the zero-Doppler 
crossing with good agreement, typically within 0.1 seconds (about 5% of the 
average motion period). However, in the context of Figures 5.23 and 5.26 
we also found that a shift in the imaging time by 0.25 seconds is enough to 
change a highly distorted image into an undistorted image. Now, the differ- 
ence between the two curves of Figure 5.29 is only a range correction of the 
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virtual scatterer, to take into account the range translation due to height. The 
differences in the timings of the Doppler zeros are very small. However, a 
check shows that the difference is enough to affect the distortion of the corre- 
sponding images. In other words, when the beam depression angle is still 
only 20°, applying the range correction gives perfect results for the simulated 
data. Even though the range correction cannot be perfect in practice because, 
in contrast to the simulated data, the height of the scatterers is not known, 
for a measured length of the ship we should be able to estimate the height of 
the superstructure with sufficient accuracy to apply a meaningful correction 
of the scatterer range. 

5.1.5 Motion Analysis for Real Data 

This section discusses the scatterer tracking accuracy needed to select imag- 
ing intervals and form well-compensated images, and the tests that should be 
used to judge the acceptability of a track. It also covers the type of compensa- 
tion that is typically required. Section 5.2 gives illustrations of the image 
interval selection process. 

The accuracy with which a ship's motion can be measured depends 
critically on how well one can track the four (or three, with the alternative 
procedure) scatterers needed for the measurement of the yaw and roll Dop- 
pler functions. The topic of scatterer tracking is treated in Section 2.3.2, and 
will be summarized here only as necessary. In a given situation we cannot sim- 
ply track a scatterer; we must also know how well the scatterer was tracked, in 
order to be certain that the measurement of the motion behavior is sufficiently 
accurate or even meaninghl. Thus, one must check each processing step; if a 
track fails any check, a new scatterer must be selected for tracking. 

The following checks must be performed on euey scatterer that has been 
tracked before continuing with the analysis of the motion behavior of the 
ship, whether the analysis is manual or automated. First, we must verify that 
the scatterer has at least remained in its range cell. This means forming an 
image on the basis of the track of the scatterer, taking an image cut in the 
range gate of the scatterer, and examining the amplitude and phase function 
of the transform of the (windowed) cut. If range tracking has kept the scat- 
terer sufficiently well within its range cell, then the amplitude function will 
not remain near the background level for any extended period. Short drops 
in the amplitude due to interference are acceptable, as long as the minima are 
sharp rather than flat. In the latter case, the tracking has been grossly unsuc- 
cessful. We must improve or iterate the tracking, always ~ e r f o r m i n ~  the same 
test on the amplitude function. 
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If the amplitude function does not have any extended minima, the scat- 
terer has remained in its range cell. We next consider whether the track con- 
tains contributions from an interfering scatterer. An amplitude function that 
does not have any low minima is the sign of high tracking accuracy on a sin- 
gle dominant scatterer. The phase function then represents residual scatterer 
motion. In the best case, it will be essentially linear without significant 
modulation. Nonlinearity is acceptable if the phase is at worst smoothly 
curved without any abrupt changes that exceed 0.1 cycles. 

Minima of the amplitude function that reach relatively low levels imply 
phase jumps, meaning the Doppler track was fitted to data including varia- 
tions generated by interference rather than motion. If the fit was flexible 
enough to follow these variations, it will have corrupted the data, perhaps 
too much to correct. If the amplitude minima are low, we attempt to use 
the phase-slope procedure of tracking the phase of the dominant scatterer, as 
described in Section 2.3.2.3. However, it is preferable to find a scatterer that 
can be better tracked, and to use the improved tracking procedures discussed 
in Chapter 2. Whether we employ phase tracking or phase-slope tracking, we 
must measure the residual phase variations and compensate any large enough 
to warrant it. 

The criteria for how large a residual phase variation is acceptable are its 
effects on the motion compensation and on the measured Doppler function. 
Evidently, phase variations imply Doppler variations, and unless the residual 
Doppler variations are small compared with the yaw and roll Dopplers to be 
measured, these Dopplers will not have been measured with sufficient accu- 
racy. For such an estimate, we can model the pseudoperiodic residual phase 
variations as a sine wave, writing 

@ ( t )  = cPrn sin 2xfrnt  (5.1)  

where @, is the maximum phase deviation and 6, is the modulation fre- 
quency of the phase fluctuations. We obtain the ~ o ~ ~ l e r  by differentiating 

(5.11, 

The maximum excursion of the absolute Doppler is 
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By measuring the residual phase variation #J, and the cycle length Ilf, 
we obtain v,. This quantity must be small compared with the measured 
maximum yaw and roll Doppler for the measurement to be useful. For an 
acceptable phase compensation, the residual phase variation must be less 
than about one-tenth of a cycle, so that #J, I 0 . 2 ~ .  As an example, a short roll 
or yaw period of two seconds gives f, = 0.5 Hz, so that v I 0.3 Hz. For the 
same short roll or yaw periods, the maximum roll or yaw Dopplers will typi- 
cally be much larger. However, the important point is that the measurement 
accuracy must be checked in this manner, before accepting the roll and yaw 
Doppler measurements. 

The actual tracking of scatterers can be a difficult problem under cer- 
tain adverse circumstances. First, in case of a ship, the yaw and roll motions 
may be so large that the cross sections of some major scatterers might change 
over the motion cycle. One may observe a fluctuating scatterer whose cross 
section becomes too low for reliable tracking over extended periods. Then 
one must extrapolate through the intervals of n~ndetectabilit~, which can be 
done with a polynomial or spline fit if the intervals are not too long. Second, 
scatterers that are close in range may interfere with each other, with their 
phase difference varying throughout the motion cycles. Thus we may observe 
two separated peaks in the intensity range profile over some time intervals, 
and a single peak over other time intervals; or if the scatterers have compa- 
rable cross sections the combined response may not be visible in the back- 
ground for extended periods. In the case of two interfering scatterers, one 
may have to utilize the complex range profile rather than the intensity 
range profile, so that range resolution is not degraded. As demonstrated in 
Section 2.3.2, the processor should track actual scatterer positions rather 
than the peaks in an intensity range profile, and in the most difficult situa- 
tion the tracking should be combined in range and Doppler. 

With increasing aspect angle, range resolution becomes less effective, 
with the consequence that a single range cell will more frequently contain 
two or more scatterers of comparable strengths. As the aspect angle 
approaches broadside, tracking individual scatterers through the sequence of 
range profiles becomes more difficult, and sometimes impossible. This will 
be so even when the complex range profiles are utilized. Then it becomes nec- 
essary to use the most capable form of scatterer tracking, where one replaces 
tracking in range followed by tracking in Doppler by combined rangelDoppler 
tracking, using sufficient Doppler resolution to resolve major scatterers in the 
same range cell. The significant improvement in tracking performance from 
using the complex range profiles and, even more potently, combined tracking 
in range and Doppler, was demonstrated in Section 2.3.2. 
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The purpose of measuring the motion behavior of a ship is to find 
times when usable images can be formed. Before generating an image at some 
selected time, the question is whether one must compensate the data other 
than taking out the range drift via centroid compensation. If the answer is 
yes, to what degree can this be done? In Chapter 4, we showed that under 
many conditions the erratic motion of ground vehicles precludes a motion 
compensation beyond simple range centroid and Doppler centroid tracking 
of the entire vehicle (or an equivalent procedure). However, such a simple 
motion compensation will not remove pseudoperiodic yaw and roll motions. 
We first consider the possibility of a more sophisticated motion compensa- 
tion for ships. Of course, a sophisticated motion compensation may always 
be possible under some benign conditions, but in practice we are interested 
in what can be done under all but the most extreme circumstances. 

One potential problem with complicated motions is that a particular 
scatterer might change its range rate (which governs motion compensation) 
rather abruptly. Although a motion compensation could, in principle, follow 
such a change, in practice the measurement of the motion will typically be 
degraded by interference because there often are other significant scatterers 
in the same range cell. An even worse problem is that the scatterers occupy- 
ing the same range cell may have rather different positions in crossrange and 
height, and thus may be moving differently. In practice, it is generally impos- 
sible to unscramble the various returns (which are smeared before a good 
motion compensation is applied), and then to perform individually different 
motion compensations on the scatterers. Thus we need not search for a per- 
fect motion compensation; it generally does not exist for the three- 
dimensional structure and changing rotation axis of a ship. 

The more important question is whether we even need a motion com- 
pensation beyond the simple removal of the range drift. Ships are large 
objects, and even modest yaw, pitch, and roll motions lead to range changes 
that are large in terms of the wavelength of microwave radar. These motions 
are easily so large that when an image is formed over only a small and smooth 
part of a motion cycle, so that the distortions caused by the changes of the 
Doppler are insignificant, we obtain sufficient crossrange resolution. In this 
case no further motion compensation is required, other than perhaps polar 
reformatting in order to keep the scatterers at the extremes of the ship within 
their range gates. 

Suppose that we face a situation in which the Doppler is changing 
rather rapidly, and good crossrange resolution would require imaging 
over such a large part of the motion cycle that the variation in Doppler is 
unacceptable. Imaging without further motion compensation will lead to a 



smearing of the responses. However, the motions of the scatterers will vary 
with their deck positions, and also with their height above the deck. In fact, 
scatterers in the same range gate may have substantially different heights. 
This often makes the motion compensation too complicated to be practical 
for real data. For this case, as a practical solution it appears best to forgo any 
attempt at a sophisticated motion compensation, and for identification to 
rely on Doppler-resolved range profiles in the same manner as discussed for 
ground vehicles going over poor roads or terrain. However, with the large 
and relatively smooth motions of a ship, this is a situation far less likely to 
occur than with ground vehicles. 

While we may not need a motion compensation beyond simple 
removal of the range drift, the facts remain that we have range tracked, Dop- 
pler tracked, and phase tracked four scatterers and have verified the qualities 
of these tracks. If a motion compensation is indeed needed, we are better 
served by using the bow or stern track to compensate a yaw image, and using 
a superstructure track to compensate a roll image, than relying on a centroid 
track. The improvement over the mere removal of the range drift may be 
small, but it costs nothing. 

As a last point concerning a possible motion compensation, we want to 
reiterate that when the motion happens to be complicated, we do not even 
want to attempt a motion compensation because of the problem of spurious 
responses. In order to avoid excessive spurious responses, we want to image 
when the motion is about a fixed axis and smooth, without any disturbances. 
Choosing imaging times when the motion is about a fixed axis is important 
even if the imaging interval is so short that variations of the Doppler over the 
imaging interval are smaller than the reciprocal imaging interval, in which 
case these variations do not matter. We have made this point repeatedly, so 
that an illustration is in order (for which real data are needed). Figure 5.30 
shows a true short-term roll image of a ship, with an imaging duration of 
0.2 seconds. The fact that the deck line of the ship is oriented nearly along 
the range axis implies that neither yaw nor pitch is effective at the imaging 
time. This is also indicated by the narrowness of the deck image outside the 
superstructure. Figure 5.31 shows an image of the same ship, with the same 
short imaging duration, but at a time when all motion components are effec- 
tive. Note that the deck, where recognizable, has a crossrange spread. The 
clip level for this image was chosen by attempting to show the far side of the 
deck without allowing too many spurious responses in the image. An exami- 
nation of the image shows that the spurious responses have a strength com- 
parable to that of the far deck responses. Clearly, a length measurement, for 
example, would have questionable accuracy. 
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Figure 5.30 Roll image of a ship. 
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Figure 5.31 Hybrid image of the ship. 
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5.1.6 Section Summary 

The yaw, roll, and pitch motions of ships are typically so large that, at such 
short wavelengths as X-band, the aspect angle changes due to these motions 
ate far larger than needed for the desired crossrange resolution. 

Pure yaw motion generates topview images. Pure roll or pitch motion 
generates sea-level-view images. When motion includes more than one com- 
ponent, pitch behaves partly as yaw and partly as roll. For simplicity, we refer 
to the combined effects as "yaw" or "roll." 

A high-quality topview image is so useful that it should be the first 
objective of imaging. The measurement of the height profile of a ship also 
appears indispensable. A height profile with unknown scale factor is probably 
all that can be measured in practice, and it should suffice. It can be derived 
from a sea-level-view image or from the distortions of a topview image as the 
imaging time is shifted slightly. 

Besides the type of image, a second requirement is that an image not 
have a serious problem with spurious responses. This means that the motion 
of the ship must be about a fixed axis at the imaging time. In order to obtain 
an undistorted image that can be readily interpreted, the axis must be vertical 
(a topview) or horizontal (a sea-level view). 

The relative Doppler of bow and stern scatterers depends only very 
weakly on roll motion. When this Doppler is zero, only yaw is effective and 
one can form a topview image. The relative Doppler of two superstructure 
scatterers with the same deck position but different heights depends only 
very weakly on yaw motion. When this Doppler is zero, only roll is effective 
and one can form a sea-level-view image. The weak third motion compo- 
nents may cause small distortions of the images, but the small refinements in 
imaging time needed to generate undistorted images can be estimated from 
the distortions themselves. 

We can use the tracks of the bow and stern scatterers to derive the track 
for any point on the line (in three-dimensional space) through the two scat- 
terers, and thereby replace one of the superstructure tracks with the derived 
track of a virtual scatterer whose location differs from that of the tracked 
superstructure scatterer primarily in height, with small differences in the 
other dimensions. 

Before continuing with the analysis of the motion behavior of the ship, 
we must check that every scatterer that has been tracked has remained in 
its range cell. The amplitude of the transform of a fixed-range image cut 
through the compensated response must not become weak for any extended 
interval. 
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5.2 Measurement of Yaw and Roll Motions 

5.2.1 Measurement Principles for Real Data 

Section 5.1 treats the principles of ship imaging and the selection of imaging 
times when a usable image can be formed. This should suffice for the reader 
who wants to obtain a general understanding of the technology. For those 
who are interested in the actual processing procedures, Section 5.2.1 treats a 
specific case in considerable detail. The remaining illustrations, considered in 
less detail, concern special but nevertheless practically important situations, 
of interest to those who want to work on ship identification. Section 5.2.2 
treats the case when a ship yaws without much roll, Section 5.2.3 a turn 
maneuver, Section 5.2.4 a very small maneuvering ship, and Section 5.2.5 
the difficult case of a small ship in rough seas. A summary is given in Section 
5.2.6. We reiterate here that "yaw" and "roll" motions both may contain 
pitch contributions. 

In order to measure yaw motion, we want to select scatterers as far apart 
along the length of the ship as possible. Scatterer positions along the length 
of the ship can be taken from an image regardless of whether there is any yaw 
or roll. In the absence of any motion, the positions can still be taken from the 
range profile. Also, since the length of a ship is much larger than its width, 
because the superstructure tends to be in the center of the ship and because 
a majority of ships have bow and stern at approximately the same heights, 
errors from height differences and offsets from the centerline will typically be 
insignificant. 

For the measurement of roll motion, we need at least one scatterer on 
the superstructure. However, we need a roll image in order to select scatterers 
at different heights. In those frequent cases where the superstructure is rather 
concentrated, only a limited selection of scatterers will be available for the 
roll measurement, because the scatterers may be so poorly resolved that 
tracking is problematic. A slight roll translates the responses of the super- 
structure from their deck positions along the width of the ship, yet this can- 
not be recognized in the image because we do not know where the responses 
should be. For this reason, we must consider the measurement of the yaw 
and roll Dopplers in two cases, with or without significant roll. "Significant" 
here means that the crossrange spread of the superstructure is sufficient for 
one to recognize the height relations between scatterers in an image. 

We want to make an important point concerning real data. The pur- 
pose of the motion measurement is to find suitable imaging times, but with 
real data there will be unavoidable measurement errors. These errors may be 
small, yet the characteristics of an image can change significantly with only 



small changes in the imaging time. For example, a shift of the imaging time 
by only 5% of the motion cycle can have significant consequences. This does 
not constitute a problem in practice. We must remember that thepurpose of 
the motion measurement is to find imaging times at which the motion is about a 
fixed axis and Doppler is easily physically interpretable. This means imaging 

times at which either the position of the deck or of the superstructure (rela- 
tive to the deck) is fixed. In the former case the deck appears as a line ori- 
ented along the range axis in the image. In the latter case, the superstructure 
responses have the correct positions in the image of the deck. These two facts 
allow us to refine the imaging time if it was measured with an error of a small 
fraction of the motion cycle. Such accuracy is generally achievable, as we 
show in the remainder of this section and in Appendix D. 

In order to refine the timing of a sea-level-view image, we first check 
whether the deck appears as a line or has a Doppler spread. If the latter, we 
form images slightly before and slightly after the measured time, using time 
increments that cause significant changes in the crossrange width of the deck. 
We measure the deck widths in the two images and determine the correct 
imaging time by interpolation. If the deck appears as a line that is tilted off 
the range axis, we form images slightly before and slightly after the measured 
time, using time increments that cause significant shearing of the deck line in 
crossrange. We measure the degree of shearing in the images,and determine 
the correct imaging time by interpolation. The refinement can be iterated 
until a deck line oriented along the range axis is obtained. 

In the case of the topview image, the check of the accuracy of the meas- 
ured imaging time is more difficult, in particular in an automated system, 
because it requires determining the position of the superstructure within the 
outline of the deck, which is not trivial. It is simpler to form two images as 
with the sea-level-view image, one before and the other after the measured 
imaging time. Measuring the maximal crossrange separation of the super- 
structure from the centerline of the deck in each image and interpolating 
gives the time at which the superstructure is centered along the width of the 
ship. This centered position of the superstructure may not be exactly the true 
position, but it appears satisfactory. If the depression angle is nonzero, we 
must shift the superstructure in range before centering it. The shift can be 
based on typical superstructure heights for a ship with the measured length 
and superstructure position. 

In Figure 5.32, we present a flowchart for the analysis of a ship's 
motion. This chart is intended to supply an overview of the analysis and to 
show how the examples in the following subsections fit together. The ration- 
ale for the various branches in the chart is given in the examples contained in 
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Figure 5.32 Flowchart for analysis of ship motion. 

the subsections. Most boxes in the flowchart contain numerals in brackets. 
This indicates that the operation described in the box is employed in an 
example given in the corresponding subsection (e.g., the numeral 2 corre- 
sponds to Subsection 5.2.2). The data used in Subsection 5.2.4 is divided 
into pieces. The analysis of the entire data is denoted by 4,  and that of a piece 
by 4'. The three examples in Subsection 5.2.6 are denoted by 6a, 6b, and 6c. 
The details of the flowchart will be much better appreciated after completing 
the subsections. 

The path one follows through the chart depends on the smoothness 
of the ship's motion and the relative strength of yaw and roll motions. The 
strategy underlying the sequence of operations is first to measure the yaw 
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motion by tracking bow and stern scatterers, next to measure the roll motion 
by selecting and tracking a superstructure scatterer, and then to use the 
motions to select imaging intervals. Ideally, the motion measurement is done 
by recognizing and tracking bow, stern, and superstructure scatterers. If 
tracking a bow or stern scatterer is not possible, we attempt to recompensate 
the data, to reduce the time interval to be analyzed, or to estimate the yaw 
motion from common behavior of several scatterers. If tracking or recogniz- 
ing a superstructure scatterer is not possible, we attempt to estimate the roll 
motion from common behavior of several scatterers or from the crossrange 
spread of images created when the yaw motion is strong and smooth. 

Several steps in the flowchart mention acceptable scatterer tracks. As we 
explained above and illustrate below, a scatterer track is acceptable for the 
motion determination if, after compensation with the track, the amplitude 
of the Fourier transform of a fixed-range image cut through the scatterer 
response does not stay at the noiselclutter background level of the image for 
an extended time. When this is the case, the fluctuations of the transform 
phase (or equivalently, the crossrange spread of the image response) give the 
maximum residual scatterer Doppler. In the motion determination, we cal- 
culate differential Dopplers between pairs of scatterers. For a pair of scatter- 
ers to be acceptable for the motion measurement, their differential Doppler 
must be significantly larger than both residual Dopplers. Finally, the scatter- 
ers must be located in the appropriate positions on the ship. This is discussed 
in detail below. 

We  must choose imaging times when one of the two motions passes 
through zero Doppler and the other is strong and smooth. The Doppler rates 
at each such time, scaled to the full target size, allow us to determine the 
longest acceptable imaging interval duration. We  must then reexamine the 
fixed-range image cuts used to judge scatterer acceptability, and exclude any 
part of the interval that includes an abrupt change in the transform phase. 
Because the scatterers have nonzero residual Dopplers, and because they are 
not ideally located on the ship, we must refine the times of the imaging inter- 
vals. These steps are discussed further and are illustrated below. 

5.2.2 Significant Roll 

5.2.2.1 Measurement of Yaw and Roll Dopplers 

Since the measurement of the ship's motion is very important, we describe it 
in considerable detail for this first example of a real ship. Where appropriate, 
we also state how the measurement can be improved with procedures that, 
at the time of this writing, had not yet been integrated into our interactive 
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somvare. ~ n e  Improvement 1s meant in tne sense mat tne measurement 
of the ship's motion will work for worse cases of motion (larger and more 
erratic movements), and at aspect angles closer to broadside. 

We select a rather long data segment of 20 seconds duration, without 
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:ange profiles, after taking out the drift due to the translational 
e ship, is shown in Figure 5.34. Note that some scatterers at the 
are seen only intermittently in the background. As the first . . .  . .  . . . 

~ c g a u  w wncucr  ur nut r n r  rnurwn cunuxwns cnangc. ~t 1s an aro~trary 
selection of a specific observation interval for an arbitrarily chosen small ship 
(a coast guard cutter with a length of 110 ft), shown in Figure 5.33. The 
sequence of I 

motion of th 
larger ranges 
processing step, we generate the simple peak.; tracks, based on the intensity 
range profiles. In this example, the processor measures the range positions 
of the 20 strongest peaks of each intensity range profile, as depicted in 
Figure 5.35. In time intervals within which a response peak is reasonably 
strong with little interference, the peaks tracks are obvious in the figure. 
However, for the most part, the tracks are very poor. The situation can 
be somewhat improved by sliding-window Doppler processing, where a 
sequence of range profiles is coherently integrated to produce responses, and 
the integration window is shifted in steps over the entire observation time. 
This corresponds to Doppler processing with too low a Doppler resolution 
to resolve scatteren in the same rang 
processed over 32 consecutive rang 
tracks of Figure 5.36. This figure has a better appearance to the eye than 
Figure 5.35, but in reality the situation is not much improved. 

Compare the peaks tracks of Figure 5.35 for a real ship with those of 
Fiwre 5.20 for the simulated ship. One may wonder how one could possibly 

e gate. When the peaks are coherently 
:e profiles, we obtain the smoothed 
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Figure 5.34 Sequence of range profiles. 

Figure 5.35 Peaks tracks over the 20 seconds. 
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Figure 5.36 Smoothed peaks tracks. 

a serious problem even for the simple procedure of tracking only these inten- 
sity peaks, but the performance checks we discussed in Section 5.1.5 clearly 
are important. The peaks tracks must be of much poorer quality before it is 
necessary to utilize the complex range profiles for tracking actual scatterer 
positions rather than peak positions of the intensity profile, and even worse 
before it is necessary to resort to combined rangelDoppler tracking. 

Even though we have demonstrated for simulated data that one of the 
four scatterers needed for the yaw and roll measurement can be replaced by a 
virtual scatterer, and we will demonstrate this for real data as well, in most 
examples we will track four scatterers. Our intent is to treat the principles, 
without suggesting which specific sequence of processing steps should be 
implemented in an operational system. This can be done only after working 
with a large variety of data from all types of ship and motion condition. 

In accordance with the earlier discussion on the motion measurement, 
we want to establish good tracks on two pairs of the range profile peaks. Two 
tracks should be as far apart in range as possible, for the best measurement of 
the yaw motion. The two other tracks should be as close as possible in range, 
but the height difference for the two scatterers should be as large as possible. 
Following four of the peaks tracks in Figure 5.35 appears to be difficult 
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or impossible, but we will demonstrate that it can be done. As a firm rule, 
we must always check the quality of any track. The check will determine 
whether we have satisfactorily tracked a scatterer. Thus we will know 
whether or not accurate yaw and roll measurements may be performed. 

In view of the poor quality of the peaks tracks of Figure 5.35, we point 
out that we will use the crudest form of tracking; that is, tracking of the peaks 

of the intensity range profile, but with manual processing. In an operational 
system the processor should use the improved tracking procedure discussed 
above. An adequate tracking performance should be achievable under much 
worse conditions than represented by the peaks tracks of Figure 5.35. How- 
ever, since we have not integrated the improved tracking procedures into our 
interactive software, we cannot demonstrate under what worst-case condi- 
tions the measurement of the motion of a ship is still possible. 

We first try tracking the "bow" scatterer near Range Gate 54 of 
Figure 5.35 (indicated by the top arrow at the left of the   lot), which is seen 
only intermittently. The track of this peak and the associated spline fit (with 
one break point, indicated by the vertical line) are shown in Figure 5.37. 
Next, the data are compensated with the spline of Figure 5.37, which process 
shifts the scatterer into Range Gate 0. Figure 5.38 shows the Doppler 

Figure 5.37 Range t rack  of the  scatterer near  Range Gate 54. 
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Time (sec) 

Figure 5.38 Doppler track of the scatterer in Range Gate 0. 

variations of the scatterer in Range Gate 0, together with the spline fit. 
Again, the spline is used to compensate the data. The selected scatterer now 
has been compensated in range and Doppler, and the combination of the 
splines in Figures 5.37 and 5.38 represents the motion of the scatterer. We 
must verify that the compensation is good enough for the motion measure- 
ment to be accurate. This is done by forming an image over the entire 20 sec- 
onds and analyzing the image cut in Range Gate 0. The applicable part of the 
image is shown in Figure 5.39. As is the case with all responses of the image, 
the compensated response in Range Gate 0 is evidently highly smeared in 
crossrange, which implies an imperfect motion compensation. However, at 
this point all that is needed is a tracking accuracy good enoughfor the motion 
measurement, not for generating properly compressed image responses. 
Crossrange smearing of even the compensated response is to be expected 
when a compensation is performed over a 20-second interval, which con- 
tains many motion cycles of this ship. The image cut in Range Gate 0 is 
shown in Figure 5.40, the amplitude and phase functions of the image cut 
itself in the left half and amplitude and phase functions of the transform in 
the right half. 

For an accurate motion measurement, one would like to have a nearly 
constant transform amplitude function in order to make the phase function 
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Figure 5.40 Image c u t  in  Range Gate 0. 
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meaningful. By measuring the phase variations, in accordance with (5.3), we 
can estimate the error in the measured yaw or roll Doppler. The amplitude 
function at the right top in Figure 5.40 is strongly fluctuating rather than 
being reasonably constant. However, the amplitude is not near zero for 
extended periods. Moreover, if we ignore the phase jumps at the times of the 
amplitude minima, the variation of the phase function is quite small. Despite 
the poor quality of the track, it does not appear necessary to improve the track- 
ing by using the phase-slope version, or even choosing a different scatterer. 

In a situation where the amplitudelphase pattern is difficult to use for 
estimating the quality of the scatterer track, we can estimate it from the 
responses after compensation based on the measured phase function. Resid- 
ual phase variations grossly smear an image even when the phase varies by no 
more than about one cycle over the total time interval, and the consequences 
of such a residual phase modulation far outweigh the widening of the 
responses due to an amplitude modulation. The smearing of the responses 
thus allows a direct estimate of the residual phase variation when the 
smearing is strong (in which case the amplitude function does not matter). 
Figure 5.40 (left top) shows that most of the smeared response energy is con- 
tained within about f 5 0  crossrange gates of the response center. With an 
imaging interval of 20 seconds, one crossrange gate corresponds to 0.05 Hz, 
so that a spread over k50 crossrange gates corresponds to f 2.5 Hz. From this 
crude estimate we conclude that, with a pseudoperiodic motion of the ship, 
the motion compensation of the intermittently visible scatterer near Range 
Gate 54 contributes an uncertainty of about 2.5 Hz to a relative bow-stern 
yaw Doppler. This is acceptable as long as the maximum relative Doppler is 
much larger than 2.5 Hz. If the results show that this condition is not met, 
a more accurate estimate via phase-slope tracking is needed, or one might 
choose a better scatterer for the yaw measurement. 

This procedure estimates the residual pseudoperiodic Doppler varia- 
. . 

tion of the scatterer, but neglects a potential ~ o ~ ~ l &  bias, corresponding to 
a linear phase slope in the signal. The signal phase decreases roughly linearly 
by about two cycles during the 20 seconds displayed in Figure 5.40. This 
gives a range rate of one wavelength per 20 seconds, or a Doppler bias of 
0.1 Hz. In this instance, the bias is totally negligible. 

Although it is easy to estimate the Doppler width of the image response 
of Figure 5.40 by eye, an automatic estimate of the width of a highly smeared 
response is not as straightforward. Fortunately, high accuracy is unnecessary. 
We can automatically estimate the response smearing, and its implied Doppler 
uncertainty, as follows (perhaps with some adjustment of the specified 
parameter values): 
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1. Estimate the center of the response as the first moment of those 
image cut samples with amplitudes at least three times the back- 
ground level of the image. 

2. Moving left and right from the center of the response, note the first 
occurrence of three consecutive peaks with amplitudes less than 
three times the background level. Limit further consideration to 
the crossrange interval from the center to, but not containing, these 
peaks. 

3. Fit a Gaussian function to the amplitude peaks in the interval. Take 
the half-amplitude width of the Gaussian as an initial estimate of 
the uncertainty. 

4. Estimate the strengths and separations of the scatterers from an 
FFT of the amplitude of the transform, with the phase set to zero 
(see Section 4.4.9 and Appendices A and C). If any secondary scat- 
terer has an amplitude at least half that of the primary scatterer 
and three times the image background, and a separation from the 
primary of less than the half-amplitude width of the Gaussian, our 
estimate of the response width should account for the secondary 
scatterer. Thus, our uncertainty estimate becomes the half- 
amplitude width of the Gaussian minus half the largest separation 
for a secondary response of concern. 

This procedure will overestimate the tracking uncertainty if multiple 
scatterers in the same range gate have very different Dopplers that are rapidly 
changing. In that case, even if one scatterer were perfectly focused (which is 
unlikely), the others would create a widely smeared response overlapping that 
of the focused scatterer. One can recognize that overestimation has occurred 
by comparing the Doppler spread of the image response being used for 
the uncertainty estimate to the Doppler spread of the response calculated 
in Step 4 above. If the Doppler spreads are equal (although usually much 
weaker for the latter response), the widths represent the differing scatterer 
motions, rather than tracking errors, and the tracking uncertainty will have 
been overestimated. In such a situation, the best course of action is to 
attempt to track another scatterer. 

In order to calculate the yaw motion, we need to recognize and track a 
stern scatterer at about the same height above the deck as the already tracked 
bow scatterer. We can recognize a scatterer's height by forming an image at 
any time when roll motion is not negligible. This can be a short-term image, 
so that no motion compensation beyond removal of range drift is required 
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on the original data. For imaging, we select a time at which the scatterer 
tracked above (Range Gate 54) is well visible. For example, we can use part of 
the 0.8-second interval starting at 70 seconds in Figure 5.35, indicated by the 
double-headed arrow at the top of the plot. We choose the imaging interval 
so that the well-trackable scatterers at lower ranges also are visible. Lastly, 
in the roll image we check which of these scatterers have the desired small 
height difference. 

As an illustration, in Figure 5.41 we show the image from 70.2 to 70.4 
seconds. The horizontal spread of the image is only two crossrange gates, so 
that the roll Doppler is low at the chosen instant; yet it is sufficient for our 
purpose. Since the first scatterer was chosen near Range Gate 54, its response 
is the top response in Figure 5.41 (indicated by the top right-pointing 
arrow). We utilize this scatterer as a reference for the yaw measurement. This 
means that we compensate the data with the tracked motion, select a new 
scatterer, and measure the motion of this scatterer. This scatterer should be 
sufficiently well trackable, and it should be at a height as little different from 
that of the reference scatterer as possible. The new scatterer can be selected 
from the range tracks of Figure 5.35 and the image of Figure 5.41. We select 
the scatterer in Range Gate -25 (indicated in both figures by the bottom 
right-pointing arrow), which is at about the same heightas the reference scat- 
terer and has a relatively good range track. The tracks of this scatterer, per- 
formed as illustrated in Figures 5.37 and 5.38, describe the yaw motion of 
the ship. 

For the roll measurement, we must compensate a new reference scat- 
terer, and then track a second, chosen as close in range and as far apart in 
height from the reference scatterer as possible. We again examine the range 
tracks of Figure 5.35 and the image of Figure 5.41 to make the choice. We 
select the strong scatterer near Range Gate -5 as a reference, and the scatterer 
near Range Gate 3 for the roll measurement (indicated in both figures by the - 

left-pointing arrows). The same type of compensations and measurements as 
illustrated for the yaw measurement now are performed on these two scattet- 
ers, resulting in the roll Doppler. 

The yaw and roll Dopplers measured in this manner are plotted in 
Figure 5.42, with the dashed curve giving the yaw Doppler. The estimated 
uncertainties for the two curves are nearly equal, although this need not be 
the case in .general, and are indicated by the dotted horizontal lines. Note - 
that the Doppler maxima are several times larger than the uncertainties. 
Accordingly, the zero crossings of the Doppler curves are sharp enough 
so that the Doppler uncertainties cause only small uncertainties in the times 
of the zero crossings, on the order of one-tenth the motion period. Thus, 
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Figure 5.41 Image from 70.2 to 70.4 seconds. 

Figure 5.42 Yaw and roll Dopplers of the ship 
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our tracking accuracies appear acceptable. Figure 5.42 allows us to select the 
imaging time so as to achieve a particular type of image, within the limita- 
tions set by the motion of the ship. 

Before proceeding to examples, we also show the results of deriving the 
roll Doppler with the alternative procedure, using one virtual and only three 
real scatterers. Figure 5.43 shows the roll Dopplers derived with both proce- 
dures, with the solid curve taken from Figure 5.42 for comparison. The roll 
Doppler from the alternative procedure was derived using the bow and stern 
scatterer tracks and the track of the scatterer in Range Gate 3. The times of 
zero roll Doppler agree well between the two curves, with typical differences 
of about 0.1 seconds. The shapes of the curves are similar as well. Because the 
second superstructure scatterer is about as well trackable as the bow and stern 
scatterers, the uncertainties are also similar for the two curves. 

We chose an arbitrary imaging time for the survey image of Figure 5.41, 
which was used for the selection of the scatterers for the motion measure- 
ment. In accordance with the Doppler curves of Figure 5.42, this happens to 
be a time at which the absolute roll Doppler is only a small fraction of its 
peak value. Nevertheless, the image still allows a good estimate of the height 
differences of the scatterers. Having derived the yaw and roll Doppler curves, 
we can check whether we can improve our choice of scatterers by choosing 

Figure 5.43 Roll Dopplers from both procedures. 
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an imaging time at which the roll Doppler reaches a maximum, so that the 
height differences of the scatterers can be more accurately measured, and by 
selecting a time for generating a topview image, so that the scatterer positions 
relative to the centerline of the ship can be more accurately measured. If we 
observe a large height difference between bow and stern scatterers or a large 
difference in deck position between superstructure scatterers, we can attempt 
to track other scatterers that have smaller differences. 

A rule of thumb, based on (D.10) and (D.14), is that scatterer positions 
used to measure a motion component give acceptable timing errors if the 
maximum value of the desired component of their relative Doppler is only a 
few times larger than that of the corrupting components. For motions whose 
components have comparable periods and maximum angular excursions, this 
means that the separation along the desired direction need be only a few times 
larger than that in other directions (see (D. 11) and (D. 15)), which is usually 
easily satisfied. Regardless of comparability of the components, the acceptability 
of scattererpositions can be determined by examining the Doppler separations 
of scatterers in the topview and sea-level-view images, as follows: 

1. Form a topview image at a time of zero roll Doppler. Measure the 
Doppler separation of the stern and bow scatterers, v:, and the 
superstructure and nearby deck scatterer, V? . 

2. Scale these by the ratio of the maximum yaw Doppler to the yaw 
Doppler at the time of the topview image, VYZI vZU,) where the 
maximum is taken as the mean of the absolute yaw Doppler 
extrema bracketing the time of the topview image. 

3. Form a sea-level-view image at a time of zero yaw Doppler. Meas- 
ure the Doppler separation of the stern and bow scatterers, v :; , and 
the superstructure and nearby deck scatterer, v 7 . 

4. Scale these by the ratio of the maximum roll Doppler to the roll 
Doppler at the time of the sea-level-view image, v ~ I " ;  1 v;~, where 
the maximum is taken as the mean of the absolute roll Doppler 
extrema bracketing the time of the sea-level-view image. 

5. Require the maximum value of the desired component to be at least 
a few times the maximum value of the corrupting component: 

7,: (v;; I v;:J v:: (v:; I v;J 
and 

v 2  (v:: 1v;J v:(., 1.;) 

must both be at least about three. 
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Returning to Figure 5.42, the Doppler functions show that, at least 
within the depicted time interval, the timing of yaw and roll happens to be 
quite well synchronized. Both Dopplers tend to peak and go through zero 
nearly at the same times. This indicates that the ship's motion is dominated 
by pitch, which contributes to both the "yaw" and "roll" motions with the 
same timing, so long as the pitch angle does not cross zero. If it does cross 
zero, the "yaw" motion will show twice as many cycles as the "roll," with half 
the "yaw" peaks and zeroes synchronized with those of the "roll" motion. 
The synchrony resulting from the dominant pitch motion makes it a little 
more difficult to find imaging times where one type of Doppler is zero and 
yet the other type is substantial, as required for undistorted topviews and 
sea-level-views. 

There is also the question of which of the two types of Doppler is 
dominant, in the sense of more easily allowing the generation of a good 
image of its corresponding type. This question cannot be answered by exam- 
ining Figure 5.42, because the Doppler curves were not generated by meas- 
urements on the extremal scatterers of the target; they must be scaled 
accordingly. This can be readily done by forming an image at a time when 
both Dopplers in Figure 5.42 have high values. For example, Figure 5.44 
shows a 0.2-second image at a time of 69.6 seconds, where in accordance 
with Figure 5.42 the yaw Doppler curve is about 50% higher than the roll 
Doppler curve. However, the crossrange spread of the image of Figure 5.44 
due to the roll Doppler is 15 gates, whereas the yaw Doppler causes a cross- 
range spread of the base of only about 4 gates. This is so despite the fact that 
the yaw Doppler of Figure 5.42 is 50% higher than the roll Doppler, because 
the separation of the scatterers used to measure the yaw motion (indicated by 
right-pointing arrows) is a much larger fraction of the ship's length than the 
separation of the scatterers used to measure roll motion (indicated by left- 
pointing arrows) is of the ship's width. The much greater crossrange spread 
due to roll means that under the existing conditions it must necessarily be 
far easier to generate a good sea-level-view image than a topview image. 
(Note the limited utility of a sea-level-view image, in particular at larger 
aspect angles.) - 

This conclusion is easily demonstrated, and at the same time we can 
show that the roll and yaw Dopplers were quite accurately measured. If we 
want to generate a pure roll image (not sheared in crossrange), we must select 
an imaging time at which the yaw Doppler is zero but the roll Doppler is as 
high as possible. An examination of Figure 5.42 shows that such a combina- 
tion of the two Dopplers occurs at a time of 64.7 seconds. The image from 
64.6 to 64.8 seconds is shown in Figure 5.45. It is indeed a nearly pure roll 



Crossrange (gates) 

Figure 5.44 Image from 69.5 to  69.7 seconds. 

Crossrange (gates) 

Figure 5.45 lmage from 64.6 to  64.8 seconds. 
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image without yaw effects, as seen from the fact that the baseline is oriented 
nearly parallel to the range axis. Although it is not exactly parallel, the error is 
too small to require correction by finding the exact imaging time via interpo- 
lation, as discussed earlier. 

In order to generate a topview image, we must image at a time when 
the roll Doppler goes through zero yet the yaw Doppler is substantial. From 
Figure 5.42, the best time is at 64.0 seconds. When we form an image at this 
time, because of the strongly dominant roll Doppler and the unavoidable 
error in the measurement of yaw and roll Doppler, the responses from the 
superstructure are noticeably shifted by the roll. The yaw Doppler is so small 
that a roll Doppler residual can readily translate the responses in crossrange 
by amounts comparable to the crossrange spread of the ship in a given range 
cell. In order to obtain a pure topview, we must use the interpolation proce- 
dure discussed above. This results in a shift of the imaging time by 0.2 sec- 
onds to 64.2 seconds. The corresponding image is shown in Figure 5.46. It 
is a topview image, but (as expected) the definition is poor because of the 
low yaw Doppler of the ship. Because the ship happens to roll much more 
strongly than it yaws, it is unlikely that the quality of the topview image can 
be improved by going to longer imaging times with a motion compensation 

-3 -2 -1 0 1 
Crossrange (gates) 

Figure 5.46 Image from 64.1 to  64.3 seconds. 
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(only the centroid compensation was used for the image of Figure 5.46). A 
test shows that this is indeed the situation. 

In the above example of selecting the imaging time from the measured 
yaw and roll Dopplers, we had to shift the imaging time by 0.2 seconds from 
the value measured with the four scatterers in order to obtain an undistorted 
topview image (again, the amount of shift can be found from two images 
and interpolation, as explained earlier). The zero crossing of the yaw Doppler 
thus was measured with an error of 0.2 seconds. Such errors must be 
expected, in particular with the low-quality peaks tracks of this example. 
However, we demonstrated for the simulated ship that the three-scatterer 
method yields more accurate results because the virtual scatterer can be 
moved closer to the deck position of the superstructure scatterer. From the 
dashed curve of Figure 5.43, which was derived with the three-scatterer - 
method, we obtain the time of zero crossing at 64.2 seconds, which agrees 
with the imaging time used for Figure 5.46. 

An important point regarding the selection of the imaging time con- 
cerns image quality. By this we do not mean absence of "distortions" intro- 
duced by roll or yaw, or a hybrid image, but the quality of the individual 
responses and the number and strengths of spurious responses. Are the genu- 
ine image responses properly compressed, with low sidelobes? When the ship 
goes through some erratic motion, it probably is not possible to generate - 
a high-quality image in this respect, even with a sophisticated motion com- 
pensation. The only remedy then is to generate an image with low crossrange 
resolution. With slowly moving ships, where the observation time can be - - 

long enough to permit a choice in the imaging time, one of the criteria for 
selecting the imaging time must be the obtainable image quality. We will 
show that this is important and that the yaw and roll Doppler curves contain 
the information for the appropriate choice. 

If the motion of the ship is smooth, which is a requirement for high 
image quality, the tracks of the scatterers will also be smooth, and so will 
be the spline fits and the yaw and roll Doppler curves. Hence, examining 
Figure 5.42, we would expect the image quality to be higher when the 
extrema of the curves are smooth. For example, we should obtain a roll image 
of higher quality around the time of 68 seconds (labeled 5.47) than around 
75 seconds (labeled 5.50). We now demonstrate that the smoothness of the 
yaw and roll Doppler curves is correlated with image quality. 

In Figure 5.47 we show an image centered at a time of 68.24 seconds, 
with an imaging interval of 0.68 seconds. The peculiar imaging interval was 
chosen for two reasons. First, we want a larger interval than the 0.2 seconds - 

used earlier, because imaging problems increase with higher crossrange 
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Figure 5.47 Image from 67.90 to 68.58 seconds. 

resolution; that is, with the length of the imaging interval. Second, for a fair 
comparison with the second image considered below, we want about the 
same degree of crossrange resolution for both images. The imaging intervals 
thus were scaled in accordance with the roll Dopplers at the imaging times. 
We now take an image cut along the baseline, even though this is in the 
range domain and imaging problems due to the ship's motion would be 
expected to occur primarily in the crossrange dimension. However, as 
pointed out repeatedly, range measurement accuracy is affected by crossrange 
resolution. 

The image cut along the straight line in Figure 5.47 is shown in 
Figure 5.48. The responses of the image cut are well developed in the sense 
that when we perform TSA measurements on the individual responses, we 
obtain good patterns from either a single or from two interfering scatterers. 
The implication is that we can measure actual scatterer positions. In the left 
half of Figure 5.49 we show the image cut in the range gate of the major 
response marked by the x in Figure 5.47, Range Gate -1.6, after we sup- 
pressed responses outside the vertical lines. The amplitude and phase func- 
tions of the transform are shown in the right half of the figure. The 
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Figure 5.48 Image cut along the vertical line marked in Figure 5.47. 
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Figure 5.49 lmage cut in Range Gate -1.6. 
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amplitude is reasonably constant, and the phase has a residual curvature 
of 0.1 to 0.2 cycles. Hence, this response has reasonable properties in the 
crossrange dimension as well. This turns out to be the case for the other 
responses as well. In other words, the image is good enough to determine 
scatterer positions. 

In Figure 5.50 we show an image at a central time of 74.7 seconds, 
with a long imaging interval of 1 second. This is the point at which the roll 
Doppler curve in Figure 5.42 has a double-hump maximum. The image cut 
along the baseline is shown in Figure 5.5 1. Even to the eye, the structure of 
the responses compares unfavorably with that in Figure 5.48 (the minima are 
shallow throughout Figure 5.51). When we try to analyze individual (com- 
plex) responses, we find rather poor approximations of the amplitudelphase 
patterns of single and double scatterers. The image cut in Range Gate -1.6, 
through the same major response as in Figure 5.49, is given in Figure 5.52. 
The response now is strong only within somewhat more than the first half of 
the imaging time, and the curvature of the phase function is much larger 
than in Figure 5.49. Overall, not only does the new image have poorer qual- 
ity than the first image, but the quality is insufficient for the clean resolution 
of scatterers and the measurement of their positions. Hence, the yaw and roll 

Crossrange (gates) 

Figure 5.50 Image from 74.2 to 75.2 seconds. 
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Figure 5.51 Image cut along the vertical line marked in Figure 5.50. 
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Figure 5.52 Image cut in Range Gate -1.6. 
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Doppler curves also allow us to select times at which images of high quality 
can be generated. 

5.2.2.2 Interpretation of Yaw and Roll Measurements 

We have shown previously that, on the basis of the yaw and roll Doppler 
curves, one can predict the type of image obtainable at a given time, as well as 
the quality of the image with respect to focusing of the responses and the 
appearance of spurious responses. In this section we show more systemati- 
cally how to interpret the yaw and roll Doppler curves, using a 20-second 
segment of data of the same ship at a different time. 

In Figure 5.53 we show the peaks tracks over the new 20-second intet- 
val. In an automated system one will start with the yaw measurement in 
order to find good times for a roll image (zero yaw Doppler). With manual 
processing, it is easier to search for one or the other imaging time with sig- 
nificant roll effects. In our example, we start by generating short-term images 
(without motion compensation) at times when even the intermittent scat- 
terer in Range Gate 55 is visible, trying different times until an approximate 
roll image is obtained. Such an image is shown in Figure 5.54, generated at a 
time of 34.9 seconds with an imaging interval of 0.2 seconds. For the yaw 
measurement, we need two scatterers along the baseline of the ship, with 

Figure 5.53 Peaks tracks over a new time interval. 
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Figure 5.54 Image from 34.8 to 35 seconds. 

usable peaks tracks. Thus we consider the major or isolated dots along the 
baseline in Figure 5.52, read their ranges, and from Figure 5.51 determine 
whether the peaks tracks appear usable. (If we make an error in this judg- 
ment, we must choose another scatterer after the test for track quality fails.) 
The selected scatterers are those in Range Gates 53 and -27 at the time of the 
image of Figure 5.54 (indicated by right-pointing arrows). Since the super- 
structure of a ship typically does not extend to bow and stern, the choice of 
the two scatterers for the yaw measurement usually is easier than that of scat- 
terers for the roll measurement. 

For the roll measurement, we want to select two scatterers as close in 
range as possible, but at very different heights. This would suggest choosing 
the scatterers associated with the strong responses in Range Gates -5 and -4 
of Figure 5.54. However, the range separation of the two scatterers is only 
one gate, which makes tracking of the peaks of the intensity range profile dif- 
ficult. In addition, there are other weaker scatterers near the range of the sec- 
ond scatterer, but at different crossranges. This is where range/Doppler 
tracking of the scatterers, rather than range tracking followed by Doppler 
tracking, would be required. Since our examples utilize the simplest tracking 
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method, it is preferable to select a scatterer better separated in range even 
if the height separation should be smaller. Based on an examination of the 
peaks tracks, we choose the strong scatterers in Range Gates -5 and 3 (indi- 
cated by left-pointing arrows), even though the height difference between the 
selected scatterers is relatively small. Note that a test on tracking the scatterer 
in Range Gate -4 did indeed result in a compensation of unacceptably poor 
quality. 

The yaw measurement proceeds as before. We track the scatterer in 
Range Gate 53 in range and then in Doppler, and compensate. In the com- 
pensated data, we track the scatterer that used to be in Gate -27, again com- 
pensating in range and then in Doppler. The combination of the two tracks 
for the second scatterer gives the yaw Doppler. The roll measurement is per- 
formed analogously, with the other two selected scatterers. As illustrated ear- 
lier, we check whether each scatterer track is adequate. Because the ship is 
moving rather erratically, as will be seen from the measured yaw and roll 
Doppler curves, none of the four scatterer tracks is good. The results from 
these measurements are the yaw and roll Doppler curves of Figure 5.55, with 
the dashed curve depicting the yaw Doppler. The uncertainty in the yaw 
Doppler is about +6 Hz, and that in the roll Doppler is about +4 Hz. The 
dotted horizontal lines are drawn at the average of these, +5 Hz. The large 

Figure 5.55 Yaw (dashed) and roll Dopplers for the new time interval. 



relative uncertainty, particularly in the center of the figure, means that 
we may have to improve our scatterer tracks, either by refining the existing 
tracks or by switching to other scatterers. Before attempting to improve the 
tracks, we check whether we can form good images from the time intervals 
with small relative Doppler uncertainty. 

For orientation purposes, we would like to know how the roll and yaw 
Dopplers compare in strength, so that we may judge from the magnitudes of 
the curves in Figure 5.55 what the consequences on the image will be. Thus 
we generate an image at a time where both roll and yaw Doppler are strong 
in Figure 5.55, and compare the magnitude of the shearing of the baseline of 
the ship with the crossrange spread of the superstructure due to the roll. For 
an imaging time of 24 seconds, we obtain the image of Figure 5.56. The 
crossrange spread of the baseline over its length is about eight gates, and 
the crossrange spread of the superstructure about the same. As seen from 
Figure 5.55, at the imaging time of 24.0 seconds, the yaw Doppler is nearly 
three times as high as the roll Doppler. Hence, if the curves of Figure 5.55 
are used to judge the yaw and roll effects, we conclude that the roll Doppler 
is nearly three times as effective as the yaw Doppler. This provides a feel for 
how easy or difficult it is to generate good topviews or sea-level views. 

Crossrange (gates) 

Figure 5.56 Image from 23.9 to 24.1 seconds 
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Examining Figure 5.55, we conclude that a good topview image should 
be obtained near a time of 21.8 seconds, when the roll Doppler goes through 
zero. However, the absolute roll Doppler remains less than the roll Doppler 
uncertainty for nearly a second, centered on 21.8 seconds, so we expect to 
have to adjust the image time by interpolation. The image from 21.6 to 22.0 
seconds is shown in Figure 5.57. This is indeed a topview image. However, 
we cannot be sure that it is an absolutely undistorted topview image, which 
means that the responses from the superstructure are in their correct cross- 
range positions, because some measurement error is involved in obtaining - 
the yaw and roll Dopplers; we have not yet attempted to correct the error in 
the manner discussed earlier. To do so, we select one imaging time at the first 
roll extremum of Figure 5.55 and another imaging time at the second roll 
extremum (indicated by the vertical arrows at 20.7 and 22.8 seconds), both 
with 0.4 seconds duration. Two prominent responses of the superstructure, 
indicated by horizontal arrows in Figure 5.57, are separated by 5.3 crossrange 
gates in the first case, and by 6.3 crossrange gates in the opposite direction in 
the second case, with both separations measured using the complex image. 
By interpolation we obtain the time of zero roll Doppler as 2 1.66 seconds, 
which is shifted by 0.14 seconds from the measured value. The 
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Figure 5.57 Image from 21.6 to  22.0 seconds. 
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corresponding image is shown in Figure 5.58. The responses from the super- 
structure in the center of the ship differ significantly between Figures 5.57 
and 5.58. The superstructure scatterers are within the outline formed by the 
deck scatterers in Figure 5.58, but not in Figure 5.57. The two scatterers 
used for interpolation form a single peak in Figure 5.58. 

From Figure 5.55 we find that over the imaging interval of0.4 seconds, 
the yaw Doppler changes by 20 Hz. Because of weighting for sidelobe 
suppression, this number is effectively halved to 10 Hz. With a duration of 
0.4 seconds, each crossrange cell has a width of 2.5 Hz. Thus, the relative 
positions of the two scatterers vary by four crossrange cells during the imag- 
ing interval. This implies that the responses in Figure 5.58 have too much 
phase curvature for accurate position measurements, which a test shows to be 
the case. In order to measure positions and characteristics of these responses, 
one must either reduce the processing time or compensate the responses 
differently along the length of the ship by polar reformat processing. As 
indicated by the image of Figure 5.58, reducing the imaging interval is 
impractical because resolution along the width of the ship would be too low. 

Instead of estimating how long an imaging interval can be chosen for 
a particular scatterer, we can easily use the measured yaw and roll Doppler 
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Figure 5.58 Image from 21.46 to 21.86 seconds 
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curves to determine how long an imaging interval is acceptable for generating a 
specific topview or sea-level-view image. The yaw Doppler curve was derived 
from two scatterers in known range gates. From any image, we can determine 
the ratio of the range separation of the two scatterers and the total range 
extent of the observable responses of the ship. The yaw Doppler curve for the 
entire ship is that of the two scatterers, scaled up by this ratio. At any selected 

- .  

time, we then can find the maximum imaging interval usable without further 
motion compensation, by requiring that the change in the scaled yaw Dop- 
pler over the imaging interval be no more than about the reciprocal of the 
imaging interval, maximally perhaps up to twice that value. Similarly, from 
any sea-level-view image we can determine the crossrange separation of the 
two scatterers used for the roll measurement, as well as the crossrange extent 
of all observable scatterers. The measured roll Doppler is scaled by the ratio 
of crossrange extent to crossrange separation, and the allowable imaging 
interval at a given instant can be determined in the same way as done for the 
yaw Doppler. 

-. 

The central part of Figure 5.55 shows a more erratic motion as well as 
decreased maximum Dopplers. The decrease of the absolute peak Dopplers 
means that longer signal-processing intervals must be used for a given cross- 
range resolution, yet this conflicts with the shorter motion cycles. Thus, 
although we can generate the same types of image, the quality will be lower. 
This is true even for the remainder of the interval. For example, at 36 sec- 
onds (indicated by the solid double-headed arrow), we have a similar situa- 
tion as at 21.6 seconds (labeled 5.57), but with important differences. The 
peak yaw Doppler is only a fraction of that at the earlier time. In fact, it is so 
small that the errors in scatterer tracking may become significant. Second, 
whereas at the earlier time we could form sea-level-view images before and - 
after the predicted instant of zero roll Doppler, the peak of the roll Doppler 
at 36.4 seconds is too low to permit generating a usable sea-level-view image. 

The essential point of the preceding illustrations is that the yaw and roll 
Doppler curves permit one to select an imaging time that yields a specific 
type of ship image. They also allow one to judge the image quality before the 
image is actually generated. Lastly, the curves permit one to determine 
whether or not an imaging interval requires further motion compensation. 

5.2.3 Very Little Roll Motion 

The coast guard cutter used for the preceding illustrations tends to roll more 
than it yaws, so for the present illustration we select data from a cruise ship, 
shown in Figure 5.59, that tends to yaw more than it rolls. In fact, the roll is 
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processing steps, the first step is to select candidate bow and stern scatterers 
for the yaw measurement, and evaluate the quality of the tracks associated 
with these responses. As discussed above, quality is evaluated by compensat- 
ing the data with the track, then examining the image cut in the range gate of 
the response. If the quality test fails, we must track one or more additional 
responses until we have found an acceptable pair. The next step is to form 
short-term images when the yaw Doppler is near zero, until we find one that 
gives a sea-level-view image of usable crossrange extent. If no image is usable, 
we slide a short-term image window through the data, searching for an image 
in which the superstructure has usable extent. If we find a usable image, we 
verify the acceptability of the positions of the scatterers used for the yaw 
measurement and select candidate responses for the roll measurement. w e  
then track these responses, verifying the quality of the tracks. In the present 
instance, we obtain a usable image with significant roll effects only near time 
139.1 seconds. As a slightly different 20-second interval would not yield any 
usable image, we consider how to proceed in such a case. 

If, in this imaging step, we do not obtain an image with significant roll 
effects, we assume that the roll is weak, so that the yaw measurement will not 
be falsified by the roll, even if the two scatterers should not be at the same 
height. One might argue that there may not be any yaw either, but this is 
extremely unlikely because the yaw contains the component due to the trans- 
lational motion df the ship.   here will be no yaw only if the ship goes abso- 
lutely stably in a straight line toward the radar. In this extremely unlikely 
situation, even ignoring that the beam depression angle will not be zero, we 
still obtain a range profile. The difference with respect to a topview image is 
merely that the ship image will have no width. In any case, in such an - 

unlikely event a two-dimensional image can be obtained only by waiting 
until the situation is more normal. 

In Figure 5.60, the most logical candidates for the yaw measurement 
are the peaks tracks starting in ~ a & e  Gates -53 and 40, indicated by right- 
pointing arrows. Range-tracking and Doppler-tracking the reference scat- 
terer, compensating, and then range- and Doppler-tracking the second scat- 
terer in the data where the reference scatterer was compensated (in each case 
verifying the qualities of the tracks), presents nothing unusual to discuss. The 
result of the yaw Doppler measurement is shown in Figure 5.61. The con- 
spicuous fact in this figure is the slowly decreasing Doppler bias, which 
implies that the ship is ending a turn. It appears to be a slow turn, because 
even at the beginning of the interval the periodic yaw Doppler is about as 
large as the turning Doppler. If we image at the time of the maximum yaw 
Doppler, we obtain the image of Figure 5.62. It is clearly a topview image, 
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Figure 5.61 Yaw Doppler. 

Crossrange (gates) 

Figure 5.62 Image from 122.2 to  122.6 seconds. 
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with most of the nonilluminated far side of the ship missing (as would be 
expected from the design of a cruise ship). However, we cannot tell from this 
image whether the strong responses of the superstructure, in the lower half of 
the image, are actually in the positions along the width as given by the image. 
The crossrange positions may be shifted by a slight roll, so that it may not be 
an undistorted topview image. - 

In order to place the responses of the superstructure in their correct 
positions on the deck, we needm image with significant roll effects. In such 
a situation we may try different imaging times spread over the observation 
interval in order to obtain a roll image (guided by the yaw measurement), but 
we already stated above that no roll image can be generated over 19 seconds 
in this case. The next step then is to test whether the roll is a t  all signiJicant. 
The image of Figure 5.62 was made at the time of the first yaw Doppler peak 
of Figure 5.61. If we shift the imaging time in small steps, perhaps in incre- 
ments of about 5% of the yaw period (0.2-second steps), if there is any sig- 
nificant roll at all, some of the strong responses of the superstructure will 
shift in crossrange, differently than the responses on the deck. If this does not 
happen, then we conclude that the roll is totally insignificant, and that the - 

image of Figure 5.62 gives the responses of the superstructure in their correct 
positions. In this instance, however, the test does show a gradual translation 
of the responses, so that the roll motion is not completely insignificant. 
We should measure it in order to obtain the correct placement of some of 
the major responses of the ship, which may be important for identification. 
However, generally we must not assume that the roll is necessarily measur- - 
able; it may be too weak. Thus we must always test the measurability of the 
roll Doppler. 

To  perform such a test, we start with the response that was found to 
shift most with a translation of the imaging time, which appears in Range 
Gate -22 in Figure 5.62, indicated by a left-pointing arrow. The correspond- 
ing scatterer is chosen as the reference scatterer for the roll measurement. We 
go to the peaks tracks of Figure 5.60 and range-track the peak that appears 
in Range Gate -22 at the imaging time of 122.4 seconds, also indicated by - - 

the left-pointing arrow. This is the strongest response, so that range-tracking, 
Doppler-tracking, and the compensation are straightforward. Now we need a 
second scatterer at a different height for the roll measurement, but we already - 
have determined that the roll is so small that no usable roll image can be gen- - - 
erated over nearly the entire observation interval. Thus, we use the bow and 
stern tracks to generate a virtual scatterer in the range gate of the reference 
superstructure scatterer. 
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In our example we already found that the responses of the superstruc- 
ture shift with respect to the edge of the ship when the imaging time is 
changed, so that the roll Doppler should be measurable. By performing the 
measurements indicated above, we obtain the roll Doppler curve for the sec- 
ond scatterer, as shown in Figure 5.63 by the dashed curve, with the yaw 
Doppler of Figure 5.61 superposed. The tracking uncertainties for the two 
curves are small and nearly equal, as indicated by the dotted horizontal lines. 
The correlation between the two curves indicates that our roll measurement 
is contaminated by yaw contributions. In other words, we were not able to 
perfectly place the virtual scatterer. However, near time 139.1 seconds, the 
yaw Doppler is near zero and much smaller than the roll Doppler. This is 
potentially a time when we can form a roll image. The 0.8-second image 
at 139.1 seconds is shown in Figure 5.64. This is an excellent sea-level- 
view image, as can be seen by comparison with the line drawing also in 
Figure 5.64. We can now also select an imaging time from Figure 5.63 when 
the roll Doppler goes through zero. If there is a choice, we select the time 
when the yaw Doppler is as high as possible. From Figure 5.63, a good time 
is 123.2 seconds. 

Time (sect 

Figure 5.63 Roll Doppler (dashed) and yaw Doppler. 
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Figure 5.64 Roll image, from 138.7 to 139.5 seconds. 

The corresponding 0.4-second image is given in Figure 5.65. The 
images of Figures 5.62 and 5.65 were generated only 0.8 seconds apart, yet 
the latter image is of higher quality. The comparison of the two images shows 
that the roll motion does displace the responses of the superstructure in the 
image of Figure 5.62 to the right. Despite the fact that in this example the 
roll motion is very much smaller than the yaw motion, we have been able to 
measure the roll Doppler accurately enough to allow selecting the correct 
imaging time for an undistorted topview image. 

5.2.4 Turn Maneuver 

As already stated, the use of Doppler processing makes the analysis very sus- 
ceptible to small but abrupt changes in the range rate, so that the analysis 
cannot be extended through such changes. In practice, the analysis can be 
performed only over time intervals wherein the Doppler changes smoothly. The 
nature of the Doppler changes thus must be recognized, and the time inter- 
vals for analysis must be chosen accordingly. The most likely occasion when 
abrupt Doppler changes may occur is during a turn maneuver. We analyze 



Identtfication of Ships 

Crossrange (gates) 

Figure 5.65 Image from 123.0 to 123.4 seconds. 

a section of 20 seconds duration when the cruise ship performs a rather 
sharp turn. 

The range peaks tracks for that interval are shown in Figure 5.66. 
Examination of the tracks indicates that something unusual happens at 
293.8 seconds and again at 297.5 seconds (the times of the dotted vertical 
lines). Some of the discernible peaks tracks are disrupted at these points. 
However, it is not necessary that one examine the peaks tracks by eye to dis- 
cover these events. They can equally well be recognized when any one of 
the peaks tracks is followed and compensated, be it done manually or auto- 
matically. We illustrate this fact on the track indicated by the top arrow in 
Figure 5.66, which does not reveal anything unusual at 293.8 seconds. This 
track can be fairly well followed until the time of 298.0 seconds, beyond 
which some extrapolation is necessary. Range tracking does not reveal any 
problem, but a range compensation based on a polynomial fit to the track 
gives the Doppler track of Figure 5.67. There is a clear jump in the Doppler 
at 293.8 seconds (indicated by the left arrow), and no analysis can be per- 
formed across such a jump. Either the tracking must be improved so as not to 
generate such a jump (likely from interference between two close scatterers), 
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Figure 5.66 Peaks tracks during a turn. 
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Figure 5.67 Doppler track after range track. 

or a different scatterer must be selected for tracking if this particular time 
is important. Note that the Doppler jump of about 2 Hz corresponds to a 
range rate change of only 3 cmls at X-band. 
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The plot of Figure 5.67 also confirms some event around 297 seconds, 
although not as clearly as at 294 seconds. Since both the range track and the 
Doppler track are very poor in the interval beyond 297.0 seconds, we should 
choose a range track that can be better followed in this region. For example, 
over the last five seconds of Figure 5.66 we can choose the track ending 
in Range Gate -15, indicated by the left-pointing arrow. Neither the range 
track nor the Dopplcr track reveals problems an automated processor could 
reliably distinguish. Thus we complete the range and Doppler tracks over the 
five seconds, and (as required) check the image cut in the range gate of the 
tracked response. This image cut is shown in Figure 5.68, together with its 
transform. The amplitude function of the transform shows a prolonged drop 
over almost the first half of the time interval. This is the crudest criterion for 
failure to track properly. We can analyze only the second half of the interval, 
which starts near the time of 298.0 seconds. The overall conclusion is that if 
the interval from 280 to 300 seconds is to be analyzed, it must be broken 
into three segments for the analysis, from 280.0 to 293.8 seconds, 293.8 to 
297.5 seconds, and 297.5 to 300.0 seconds. 

To measure the yaw motion during the first segment, we select the 
tracks at the closest and farthest range in Figure 5.66 (indicated by the solid 
right-pointing arrows), which means scatterers separated by almost the full 
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Figure 5.68 Image cut in the range gate of the tracked scatterer. 
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length of the ship. This gives the yaw Doppler of Figure 5.69. Note that the 
average absolute yaw Doppler is over 100 Hz, because of the turn maneuver. 
This means that we will obtain a topview image anywhere within this inter- 
val. However, even though the roll may be small, it could make the differ- 
ence between a high-quality and a poor quality image. The concern is not so 
much that the roll could distort the image, but that a changing rotation axis 
may cause too many spurious responses. Thus we again try to measure the 
roll motion. 

Because the target is turning so rapidly, as evidenced by the large 
change in the range extent of the peaks tracks of Figure 5.66, we must take 
care that the yaw motion does not corrupt the roll measurement. The best 
trackable response in the center of the target is initially in Range Gate -5 in 
Figure 5.66 (indicated by the upper dashed arrow). The nearest well- 
trackable response is initially in Range Gate -19 (indicated by the lower 
dashed arrow). When we examine the Doppler shifts of these responses 
between closely spaced topview images, we find that the responses are located 
at different heights on the superstructure. Because the deck positions of the 
two scatterers are not closely spaced, we cannot derive the roll motion from 
their differential Doppler; the difference will be corrupted by yaw motion. 

Time (sec) 

Figure 5.69 Yaw Doppler. 
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We must attempt to generate a virtual scatterer close to one of the two super- 
structure scatterers. 

The range peak tracks of Figure 5.66 show that the range separation of 
the top track and the response initially in Range Gate -5 is initially 55% 
of the range separation of the top and bottom tracks, and this ratio steadily 
decreases to 45% at a time of 294 seconds. If the response in Range Gate -5 
were along the physical line between the top and bottom responses, the ratio 
would be constant. The large variation indicates that it is far off the line, - 
so that we likely will not be able to place a virtual scatterer close enough to 
avoid corruption from residual yaw motion. The corresponding ratio for the 
response initially in Range Gate -1 9 varies from 73% to 69%. As we will see 
below, this is acceptable. If it were not, we would have to search for another 
superstructure response. 

As time passes and the ship approaches broadside, the displacement of 
the response from the line has a larger effect on the ratio. We therefore use - 
the earlier value when we calculate the Doppler history of our virtual scat- 
teter. Subtracting this from the measured Doppler of the superstructure scat- 
terer gives the roll Doppler of Figure 5.70. The dotted horizontal lines give 
the uncertainty due to tracking, but do not account for uncertainty due to - 
scatterer positions. From Figure 5.69, we see that a 1% change in the ratio 

Figure 5.70 Rol l  Doppler. 
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used to set the position of the virtual scatterer will shift the derived roll Dop- 
pler by about 1 Hz, but leave the shape essentially unchanged. Therefore, the 
most accurate time for obtaining a good topview image is about 287.4 sec- 
onds, when the curve passes most steeply through zero Doppler. 

As explained earlier, we want sufficient but not too much crossrange 
resolution, since the ship's motion might not be smooth, in particular during 
a turning maneuver. Figure 5.69 shows that the yaw Doppler varies at the 
rate of about 50 Hz per second at the imaging time. If we use an imaging 
interval of 0.2 second, the Doppler changes by 10 Hz over the imaging inter- 
val, but because of the weighting for sidelobe suppression it changes effec- 
tively by only one half this amount, or 5 Hz. This is just the reciprocal of the 
imaging interval, which is acceptable. The corresponding image is shown in 
Figure 5.71, with arrows indicating the tracked scatterers, as in Figure 5.66. 
Even the peaks plot image lets us recognize the shape of the ship. 

For comparison, we also generate an image with the same parameters at 
the small double-hump peak of the roll Doppler at the time of 288.9 sec- 
onds, or a separation of just 1.6 seconds from the earlier image. The new 
image is shown in Figure 5.72. The comparison of the two images confirms 
our expectation that even relatively small roll Dopplers degrade the image 
quality. Tests showed that, based on the roll Doppler curve of Figure 5.70, 

Crossrange (gates) 

Figure 5.71 Image from 287.3 to  287.5 seconds. 
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Figure 5.72 Image from 288.8 to  289.0 seconds. 

the images made at zero roll Doppler have better quality than those made at 
finite roll Doppler. 

The peaks tracks of Figure 5.66 are greatly disturbed in the second 
interval, from 293.8 to 297.5 seconds. Although the yaw Doppler can be 
measured without difficulties, this is not so for the roll Doppler. When the 
roll Doppler is measured for several scatterers, in accordance with the above 
procedure, the resulting measurements have common elements but also dif- 
ferences. Thus we conclude that with the present type of tracking of scatter- 
ers, that is, simple tracking of the intensity peaks of the range profiles, a 
reliable roll measurement is not possible for this data segment. Unless the 
tracking is improved with the use of the complex range profile or, even bet- 
ter, with combined rangelDoppler tracking, the specific imaging times for 
high-quality images cannot be chosen. This is not surprising, because the 
ship is being viewed near broadside. 

5.2.5 Dive Boat at the End of a Turn 

As another example, we consider a very small ship (a dive boat with a length 
of 47 ft) at the end of a turn, so that the motion is rather uneven. It is a 



518 Theow and Practice ot Hadar I a r m  Identification 

wo scanereis in the second half of the time 
ving the periodic translation of the entire 
,,As rrrnnn .,-+++anr Thn Gt rn A n  ~ , - e ~ ~ l + .  

limiting case tbr tracking scatterers on the basis ot the peaks ot the intensity 
range profile, and tracking should be done with the enhanced methods. The 
ship is shown in Figure 5.73. 

The peaks tracks over a 20-second interval are shown in Figure 5.74. 
There is only one good track, that of the strongest scatterer of the ship, statt- 
ing in Range Gate -24 (indicated by the dashed arrow). There is another 
usable track at the farthest range (indicated by a solid arrow), provided we fit 
through the interleaved tracks of t  
interval. This is easier after remo 
ship, which we do by compensati~.~ ..., o...,L.s .--....... . ..- ... .., .... .......- 
ing peaks track at the farthest range is indicated in Figure 5.75. The track 
next in quality is the one at the shortest range (indicated by a solid arrow in 
Figure 5.74), where we would fit through the bulge around 23 seconds. 
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compensated the top track in Figure 5.74, we range- and Doppler-track the 
bottom scatterer, in which case the combined spline gives the yaw Doppler as 
measured between the two scatterers at the extremes of the ship. 

The Doppler measured between the top and bottom scatterers in 
Figure 5.74 is shown in Figure 5.76. As we will verify later, the ship has a 
totally insignificant roll motion within this observation internal. Hence, if 
the tracking of all three scatterers were perfect, the Doppler function derived 
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tion, we first compensate the strongest 
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between the first two scatterers should be a scaled version of the function of 



Zdentz@ation of Ships 519 

Figure 5.74 Peaks tracks for the dive boat. 

Figure 5.75 Fitting through gaps. 

Figure 5.76. The only differences actually found were that the zero crossings 
were off by 0.1 seconds. This is harmless because when the accuracy is in 
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Figure 5.76 Doppler between the scatterers at the extremes. 

question we determine the exact time of zero yaw Doppler by forming short 
term images slightly before and after the measured value, and interpolating 
the times from the Doppler spread of the sheared images, as already demon- 
strated. Also, the average Doppler over the first four seconds was slightly ris- 
ing rather than being constant as in Figure 5.76, which again is immaterial. 
In view of the tracking problems pointed out above and the simple type 
of tracking used, this excellent agreement is noteworthy. This is not an acci- 
dent, because the quality of the track is always verified via the image cut in 
the range gate of the compensated scatterer. We always know whether or not 
the tracking has worked, so that if the track is found to be acceptable we can 
rely on the Doppler measurement. 

In order to measure the roll motion, we must track a scatterer on 
the superstructure. We attempt to select one by forming images at the times 
of zero yaw Doppler given by Figure 5.76, when the crossrange spread of 
the responses is due to the roll motion of the ship. However, the crossrange 
spreads of these images are too small to recognize the superstructure. Slightly 
varying the image times does not improve the situation. Evidently, the roll 
motion is small at the same time as the yaw motion. In Section 5.2.3, we 
saw that when this is the case, we may be able to recognize superstructure 
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scatterers by forming closely spaced images when the yaw is strong and 
smooth, and then measuring Doppler shifts of responses from image to 
image. If the roll motion is also strong, the superstructure responses may 
have recognizably larger Doppler shifts than the deck responses. When we 
apply this procedure to the current data, we still are unable to recognize a 
superstructure scatterer. 

The fact that we cannot recognize any roll effects at the time of strong 
yaw Doppler means that we can form a good topview image at this time. 
However, we cannot measure (scaled) scatterer heights by varying the image 
time. If possible, we would like to extract this information from the data. 
Although we have determined that the roll motion is too weak to allow this 
when the yaw Doppler is near zero and when it is strongest, the possibility 
still exists that the roll motion may be strong enough at other times. As we 
are unable, in this case, to recognize superstructure scatterers from short- 
term images, we are forced to try to recognize the superstructure smtterersfim 
their Doppler histories. 

We want to track additional scatterers, calculate their Dopplers relative 
to the top scatterer in Figure 5.74, and compare the relative Dopplers to the 
yaw Doppler of Figure 5.76. Scatterers whose motion contains a significant 
roll component will yield relative Dopplers that are not scaled versions of the 
yaw Doppler. W e  can apply the virtual scatterer procedure to each of these, 
and obtain the roll motion for the corresponding scatterer. If the roll is 
strong enough that the measured scatterer roll motions agree, we have found 
the roll motion of the ship. Unfortunately, in this instance, the combination 
of poor tracks and a small roll Doppler make it impossible to derive the roll 
Doppler with sufficient accuracy. 

Because of these results, we can make a topview image at the time 
of maximum Doppler, which Figure 5.76 gives as 30.3 seconds. We  have 
shown earlier that it is important to form the image when the motion is only 
about a fixed axis, that is, when the roll Doppler goes through zero. In this 
example we cannot consult the measured roll Doppler because it is small, but 
then it should also be irrelevant. However, the range tracks also indicate 
when some sudden disturbance occurs, not necessarily a roll motion. For 
example, in Figure 5.74 there is such a disturbance, as evidenced by the top 
track, at the time of 31.0 seconds (indicated by the dotted vertical line), only 
0.7 seconds after the yaw Doppler goes through its peak. For comparison 
of the image quality at the two different times, in Figure 5.77 we show a 
0.6-second image for a center time of 30.3 seconds, and in Figure 5.78 for 
a center time of 31.3 seconds, or 1 second later. Although the examination of 
intensity images does not allow one to judge the details that determine image 
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Figure 5.77 lmage from 30.0 to  30.6 seconds. 

Crossrange (gates) 

Figure 5.78 Image from 31.0 to 31.6 seconds. 
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qualit,, ..., u........LL. ,.L..,,LL .&.- ... o images are large enough to let us rec- 
ognize the higher quality of the image of Figure 5.77. 

p a r d  cutter at Sea State 4. The new ship (actually, a different ship of the 
same type as the one on which data was collected) is shown in Figure 5.79. 
We expect scatterer tracking to be much more difficult in a rough sea, in par- 
ticular for a small ship. It would be easy to state that the way to overcome the 
tracking problem is to use combined rangelDoppler tracking rather than 
range tracking followed by Doppler tracking, in particular with range track- 
ing implemented by simple peak tracking, hut this most sophisticated type 
of tracking also has its limitations. Thus, in this section we consider high- 
quality imaging under severely limiting conditions. 

If a ship can be observed over a long time, then the easiest way of avoid- 
ing tracking problems is to search for a time interval when the simple track- 
ing of the intensity peaks of the range profile is adequate. As an illustration, 
in Figure 5.80 we show the peaks tracks of the ship over a 20-second interval 
in which scatterer tracking is possible despite the rough sea. When one 
attempts to track the scatterers needed for the yaw and roll Doppler measure- 
ments, one finds that the quality of these peaks tracks is much poorer than 
that of any of the earlier peaks tracks used in our illustrations. Aside from the 
difficulties caused by the heavy motion of the ship, range tracking is further 
aggravated by the strong returns from the ocean surface, which interfere with 
the returns from the ship in the same range gates. Of course, this particular 

Figure 5.79 Smaller coast guard cutter. 
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Figure 5.80 Peaks tracks for the smaller coast guard cutter. 

problem largely disappears with combined rangelDoppler tracking, because 
the ocean returns generally fall in different crossrange gates than the ship 
returns. 

The peaks track of the strongest scatterer, indicated by the left-pointing 
arrow, starts in Range Gate -2. One of the times at which even this strong 
return is disturbed is around 410 seconds. Figure 5.81 gives a 0.2-second 
image centered at a time of 409.5 seconds. The main ocean clutter is in about 
Range Gate -17. Figure 5.82 shows another short-term image just 0.2 sec- 
onds later. The plotting levels in the two figures were adjusted so that the 
returns from the ocean in front of the ship are about equally strong in both 
figures. This makes a comparison of the two figures meaningful, with the 
conclusion that in Figure 5.82 the ocean clutter is more widely spread in 
range. Examination of the 20-second interval shows that it contains three 
short subintervals, each roughly of 1 second duration, when the ocean clutter 
is so weak that it does not cause any problem. It then is comparable to the 
clutter in our earlier illustrations. Thus, the ocean clutter varies throughout 
the entire 20-second interval (as it does over the other 20-second intervals of 
these data), from insignificant to very detrimental. 

If the image of the ship occupied a specific crossrange interval, the 
clutter outside this interval (most of the clutter) could be suppressed before 
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Figure 5.81 Image from 409.4 to  409.6 seconds. 
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Figure 5.82 Image from 409.6 to 409.8 seconds. 
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generating the peaks tracks. In fact, the ship's motion about its center of 
gravity continuously changes the crossrange width of the ship, so that such 
an approach becomes impractical, at least for interactive processing. Hence, 
the only remedy is to use crossrange resolution for clutter suppression by 
tracking the scatterers in combined range and Doppler. This is the method 
we demonstrated in Chapter 2, but cannot yet use systematically because it 
has not been integrated into our interactive software. Thus, in this example 
we will merely demonstrate that the method of imaging rime selection used 
on the other ships works even under such adverse conditions, and when we 
use the simplest procedure of tracking the peaks of the intensity range pro- 
file. Under these adverse conditions, this crude method will sometimes work 
with manual processing and at other times not, but automated processing 
may require rangelDoppler tracking or the modified method described in 
the flowchart of Figure 5.32 and illustrated subsequently. 

When three scatterers (bow and stern indicated by solid right-pointing 
arrows and superstructure by dashed or short right-pointing arrows in 
Figures 5.80, 5.81, and 5.82) are used to derive the yaw and roll Doppler 
curves in the manner illustrated earlier, we obtain Figure 5.83. The bow and 
stern scatterers are easily trackable, as indicated by the horizontal line labeled 
"y." However, the superstructure scatterer is much more problematic. 

408 410 412 
Time (sec) 

Figure 5.83 Yaw (dashed) and roll Doppler curves. 
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Figures 5.81 and 5.82 show that no range gate contains just one superstruc- 
ture scatterer. The differing motions of the multiple scatterers in each gate 
make tracking any one difficult, and limit how well one can estimate residual 
motions. The horizontal line labeled "r," which is an overestimate of the 
tracking uncertainty in the roll motion, reflects this limitation. Despite the 
poor quality of the peaks tracks of Figure 5.80 and our inability to estimate 
roll Doppler error, the Doppler functions of Figure 5.83 do tell us when we 
can generate pure sea-level-view images and pure topview images. When the 
precise imaging time must be adjusted by interpolation between images at an 
earlier and later time, the imaging time is shifted only minimally from the 
values extracted from Figure 5.83. 

An example of a topview image is given in Figure 5.84. It is a good 
topview image for two reasons. First, it was generated at a time at which 
the ocean clutter caused by the ship is very benign. Second, at this imaging 
time the yaw Doppler has about the largest value within the entire 20-second 
interval. However, because of the severe motion of the ship, the precise 
imaging time is very critical. As an illustration, Figure 5.85 shows the 
topview image only 0.1 seconds earlier. It clearly is much inferior to that 
of Figure 5.84. A significantly inferior topview image also is obtained if the 
imaging time is delayed by 0.1 seconds. Evidently, in high sea states it is even 

Figure 5.84 Image from 405.0 to 405.2 seconds. 
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Figure 5.85 Image from 404.9 to 405.1 seconds. 
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more important to select an imaging time when the ship is rotating about a 
fixed axis. 
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By forming a sequence of images throughout the entire 20-second time 
interval, one finds that the ocean clutter generated by the ship is correlated 
with the ship's roll/pitch motion (We lumped roll and pitch together for 
purposes of sea-level views, but for the generation of ocean clutter under the 

- 

present circumstances the pitch component may be more important). When- 
ever the roll/pitch Doppler goes through zero starting from a negative value, 
the ocean clutter induced by the ship is strong. When the rolllpitch Doppler 
goes through zero starting from positive values, the ocean clutter tends to be 
weak. However, even during the periods of high ocean clutter generated by 
the ship, we obtain the expected images. For example, Figure 5.86 shows 
a sea-level-view image in strong ocean clutter from the ship. Note that the 
deckline of the ship has no crossrange spread. 

We now select a considerably worse case from the same data file, with 
the worsening of the problem due to a much larger aspect angle rather than a 
particularly bad motion of the ship. The large aspect angle causes the scatter- 
ers to be bunched in range, so that a range cell on the superstructure is 
likely to contain more than one significant scatterer. The peaks tracks over a 
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Figure 5.86 Image from 410.4 to 410.6 seconds. 

20-second interval are shown in Figure 5.87. T o  appreciate the severity of 
the tracking problem, the reader should try tracking any one of the peaks 
"tracks" of Figure 5.87 by eye. Even the strongest track (indicated by the 
left-pointing arrow), around Range Gate -10, becomes rather poor over 
some intervals. (Note the crude range gate scale.) This peaks track is sepa- 
rately shown in Figure 5.88, with most of the outliers removed. It turns out 
that the most critical section for the motion measurement and imaging is 
around 3 to 4 seconds (indicated by the dotted vertical lines), where adequate 
tracking without crossrange resolution is impossible even manually. Even if it 
were possible to track the peaks of the range profiles, range tracking followed 
by Doppler tracking is not meaningful when multiple scatterers are moving 
within and through a particular range gate. 

Some clarifying remarks concerning the peaks track of Figure 5.88 are 
in order. In  connection with aircraft imaging we emphasized that the spline 
fitted to the peaks track must not be too flexible, since the following Doppler 
track cannot correct mistracks in range beyond some value. The optimum 
degree of flexibility of a polynomial or a spline depends on the type of target 
and its behavior, and may not be predictable for a given tracking situation. 
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Figure 5.87 Peaks tracks at a large aspect angle. 

Figure 5.88 Strongest peaks track. 

The remedy then is to try different degrees of flexibility, in each case check- 
ing the quality of the track. As pointed out repeatedly, this is done by 
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forming an image after range and Doppler tracking (or combined 
range/Doppler tracking), and checking whether the transform of the 
response of the tracked scatterer has a sufficiently constant amplitude. How- 
ever, trying fits with both progressively more and less flexible splines than 
that of Figure 5.88 also did not provide usable tracks. They are good only in 
the regions where the peaks track of Figure 5.88 appears well defined to the 
eye. If straightforward tracking of the scatterers is to be used under such poor 
circumstances in order to generate the yaw and roll Doppler curves, it must 
be combined range/Doppler tracking (using a sequence of images over very 
short intervals). In this case, each time the response from a particular scat- 
terer is observed in a short-term image, we obtain a range and a crossrange 
measurement. Since the PRF of the radar is known, the crossrange measure- 
ment can be converted into Doppler and range rate, and the latter allows one 
to predict the range position of the response peak in the next short-term 
image. This facilitates tracking the response of a specific scatterer among 
changing sets of responses. Taking the difference between the crossrange 
positions of the bow and stern scatterers, we have the yaw Doppler. Simi- 
larly, the difference between the crossrange positions of the two responses of 
the superstructure (or one superstructure and one virtual response) gives the 
roll Doppler. It is evident that, for best performance, instead of tracking the 
response peaks in the short-term images we should analyze each peak with 
the TSA and track actual scatterer positions. 

Even the most sophisticated of all tracking procedures has its limita- 
tions as sea state and aspect angle increase. As an indication of the potential 
problems, we implement the first step of combined rangelDoppler tracking 
of the data represented by Figure 5.87, but without associating the responses 
from one look to the next. We use a processing window of 0.5 seconds dura- 
tion, which is about the limit for a motion cycle duration of roughly three 
seconds when no motion compensation is employed. The processor forms 
individual images over this processing window, and measures the 
rangelDoppler positions of the stronger peaks. The result is shown in 
Figure 5.89, with the slope of each line segment indicating the measured 
range rate for an image peak at the time and range of the segment. What is 
missing in the figure is an indication of how, based on the range rate meas- 
urements, the short tracking sections for individual scatterers are to be associ- 
ated in order to establish tracks. An attempt to do this by eye for any one 
of the "tracks" of Figure 5.89 fails (aside from the smallness of the details). 
However, it is likely that an association process that examines likely associa- 
tions and chooses among them based on the constancy of the resulting signal 
amplitude can be automated. The performance could also be improved by 



532 Theory and Practice of Radar Target Identification 

Time (sec) 

Figure 5.89 Combined rangelDoppler tracks. 

optimizing the length of the processing window with respect to the duration 
of the motion cycles, even making it adaptive. Nevertheless, with increasing 
sea state and aspect angle the process will eventually fail. We now describe a 
simpler alternative procedure. 

With increasing aspect angle, the tracking difficulties for scatterers 
on the superstructure become severe, because of the relatively high density 
in range of scatterers. With scatterers moving in the same range cell, range 
tracking followed by Doppler tracking usually will not work. O n  the other 
hand, there are relatively few significant scatterers near the bow and the stern, 
so that the tracking of bow and stern scatterers for the yaw Doppler measure- 
ment will generally work. Thus we can measure the yaw Doppler, and select 
time sections when the yaw Doppler is strong enough to generate a usable 
topview image. Then we can perform a search for the time of zero roll Doppler 
in a way similar to the interpolation measurement discussed earlier, thus avoid- 
ing the direct measurement of the roll Doppler and its zeros. This will be 
illustrated for the case at hand. 

For the yaw measurement, we select the tracks starting in Range Gates 
-22 and 16 in Figure 5.87, indicated by right-pointing arrows. Even though 
both tracks appear difficult to follow, we have two checks available, allowing 



us to iterate if necessary. First, as the usual check, when we use a scatterer 
track to compensate the data, form an image, and take the transform of the 
fixed-range image cut through the tracked scatterer, the amplitude function 
must not drop to the noise level over extended time intervals. If that should 
be the case, the tracking can be repeated with an alternative branch at 
the point where a tracking problem appeared. Second, after deriving the 
yaw Doppler curve, we can check whether at the indicated times of zero yaw 
Doppler the deckline of the ship's image is indeed vertically oriented (con- 
stant Doppler). Thus there need not be an uncertainty as to whether the 
tracking has worked sufficiently well in critical situations. 

The yaw Doppler derived in this manner is shown in Figure 5.90. We 
recognize three sections with strong yaw Doppler (shown by double-headed 
arrows), from O to 6 seconds, around 16 seconds, and around 19.6 seconds. 
Since we always want to image when the motion is least violent, the best sec- 
tion for generating a topview image is the first one. We now must find the 
precise imaging time at which the roll Doppler is zero, but this cannot be 
done in the way applicable for more benign motion conditions, because we 
cannot track a scatterer on the superstructure. 

Time (sec)  

Figure 5.90 Yaw Doppler from tracks starting in ranges -22 and 16 of Figure 5.87. 
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As a first step, we form a short-term image (without additional motion 
compensation) within the selected interval from 0 to 6 seconds. We avoid 
the beginning of the 20-second interval, because of possible spline fitting 
problems, and also the times when the yaw Doppler drops sharply. Thus we 
choose the center of the six-second interval, or an imaging time of three sec- 
onds. The length of the imaging interval is selected so that the crossrange 
spread of the superstructure due to roll is large enough to be distinguished 
from the spreading of the deck due to yaw. This image, together with the 
ocean clutter generated by the ship, is shown in Figure 5.91. The ship's 
image is a combination of topview and sea-level view. 

In the same manner as one can recognize the responses from the super- 
structure by eye, one can find the response with the largest crossrange shift 
away from the deck automatically. This requires that the ocean clutter 
responses be recognized, which can be done both on the basis of their distri- 
bution and their individual properties (the signals corresponding to ocean 
responses are usually poor approximations to one- and two-scatterer pat- 
terns). By shifting the imaging interval slightly, one can use the shift of the 
superstructure responses to determine whether reversing the sign of the cross- 
range shift requires going to an earlier or later imaging time. In this instance 

-40 -20 0 20 
Crossrange (gates) 

Figure 5.91 Image from 2.8 to 3.2 seconds. 
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it is a later time. We increase the imaging time in steps until the superstruc- 
ture responses are shifted to' the left of the deck. With a shift of the imaging 
interval by one second we obtain the image of Figure 5.92. If one measures 
the crossrange offsets of the response from the top scatterer relative to the 
centerline of the deck in both images, interpolation gives an imaging time of 
3.27 seconds for a topview. However, with the uneven motion of a small ship 
in rough seas, such an interpolation may not be accurate. Thus we note the 
range gate of the response from the top of the superstructure, and fine-adjust 
the imaging time so that this particular response is on the centerline of the 
deck. This should produce the highest quality image because the top of the 
superstructure is likely to be near the centerline. Note that measuring the 
crossrange shift of a scatterer on the superstructure relative to the centerline 
of the deck is essentially equivalent to the earlier use of a virtual scatterer, 
derived from bow and stern scatterers. 

The resulting topview image, from 3.20 to 3.60 seconds, is shown in 
Figure 5.93. The crossrange scale was chosen so that the stern is approxi- 
mately perpendicular to the centerline. Although this does not appear to be 
the case in the image of Figure 5.93, the reason is that response peaks rather 
than scatterer positions are presented in the image. We verified that the 
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Figure 5.92 Image from 3.8 to  4.2 seconds. 
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Figure 5.93 Topview image. 

response from the left corner of the stern is the composite from two 
responses (as measured with the TSA), so that its location is not precisely that 
of the corner of the stern. Based on this crude adjustment of the aspect angle, 
we obtain a length of the ship of 90 ft, as compared with an actual length of 
83 ft. One cannot expect a better accuracy under the present conditions, at 
least not when the range tracker does not supply the aspect angle of the ship. 

In summary, the methods of image-time selection also work in rough 
seas, and for relatively large aspect angles, although one must adapt the pre- 
cise procedures to the more difficult conditions. The tracking of individual 
scatterers becomes more demanding when a high sea state combines with a 
large aspect angle. Although combined rangetDoppler tracking will give ade- 
quate results under worse conditions than range tracking followed by Dop- 
pler tracking, it is unlikely to provide these results under all conditions. Then 
one must modify the procedure as illustrated in this section, although com- 
bined rangelDoppler tracking might sometimes be necessary for tracking the 
bow and stern scatterers. The other difference relative to calmer seas is that 
selecting the optimum imaging times is more critical for generating a usable 
image. 
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As a last illustration, we consider the most problematic situation. The 
task of forming a usable image becomes most difficult if a high sea state com- 
bines with a large aspect angle of the ship, in the limit the broadside aspect. It 
is clear that the problem would diminish if one were willing to improve range 
resolution of the radar, since smaller range cells facilitate tracking of scatter- 
ers. However, it is not clear that the problem would be totally solved. When 
the range resolution cell becomes smaller than the range extent of the domi- 
nant scatterers, the effective backscattering behavior of the scatterers changes 
(see Section 1.2.2). We do not have suitable real data to pursue this question 
for a ship. Nevertheless, even if there should be problems with very high 
range resolution (considerably less than I ft), it would not imply that identi- 
fication is impossible. The heavy motion that might make tracking of scatter- 
ers impossible also causes such drastic changes in the attitude of the ship that 
high-quality tracking of scatterers over long periods is not needed. Images 
with sufficient crossrange resolution for identification can be formed over 
very brief intervals of smooth motion, between the drastic changes. This is 
illustrated subsequently. 

In the long run of the coast guard cutter in Sea State 4, we select the 
worst 20-second data segment, when at one point the ship is viewed very 
close to broadside. The scatterer at the closest range typically should have a 
sufficiently low interference in its range gate to be at least roughly trackable 
under these worst-case conditions; but this is not a requirement for what we 
want to demonstrate. It merely facilitates the illustration. We do need to ana- 
lyze scatterers in the general vicinity of the bow and stern in order to extract 
the yaw motion. If the ship is so close to broadside that the scatterers at clos- 
est range are from midship, identification may not be possible. We compen- 
sate this scatterer, obtaining the peaks tracks of Figure 5.94, where the 
tracked scatterer now is in Range Gate 0, indicated by the arrow. It is clear 
from Figure 5.94 that we cannot track the other two scatterers needed for a 
complete motion measurement. O n  the other hand, because the ship's 
motion is so strong, it lets us recognize the motion behavior from sections o f  
peaks tracks. The peaks tracks can be somewhat improved by combined 
range/Doppler tracking, performing short-term imaging in order to obtain 
crossrange resolution. This processing was performed on the data of Figure 
5.94, with a window length of 0.2 seconds. The tracks from this procedure 
are shown in Figure 5.95 for the 20 strongest peaks at every window posi- 
tion. A comparison of Figures 5.94 and 5.95 shows that the recognizability 
of pieces of scatterer tracks has improved. 

We  can reason that the scatterers at the far ranges of Figure 5.95 do 
not belong to the superstructure, unless the ship is viewed nearly exactly at 
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Figure 5.94 Peaks tracks of the smaller coast guard cutter under worst-case conditions. 
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Figure 5.95 Tracks after combined rangelDoppler processing. 

broadside (in which case we should probably wait a little with the identifica- 
tion). Since the first scatterer was compensated, the far peaks tracks indicate 
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the changing range difference between bow and stern. Hence, when the 
range difference goes through a maximum, what we call the yaw Doppler 
must be zero. When the slope is highest, we have the maximum yaw Dop- 
pler. Thus we can use any convenient section of an identifiable peaks track to 
determine the times at which we will obtain a topview image, ignoring the 

roll motion for the moment. Whereas the various sections of the peaks tracks 
at the farther ranges all vary in phase, at the ranges from about Range Gate 4 
to Range Gate 15 (between the dotted horizontal lines) we observe pieces of 
peaks tracks that are not synchronized with the ones at the farther ranges. 
These must be the peaks tracks from the scatterers of the superstructure. 
As the tracks show that the roll motion is much more rapid than the yaw 
motion, the timing of the extrema and inflection points of the peaks tracks 
associated with the superstructure are not significantly affected by the yaw 
motion. Thus, we can use whatever peaks tracks sections might be con- 
venient to determine when the roll Doppler is strong and when it goes 
through zero. 

As an example, there is a good section of a peaks track for the yaw Dop- 
pler, from 241 to 246 seconds in the interval from Range Gate 23 to Range 
Gate 29 (indicated by the upper dashed rectangle). Over about the same 
interval we can identify a roll track around Range Gate 5 (indicated by the 
lower dashed rectangle). When we image at an extremum of the roll track, 
but within the interval when the yaw Doppler is strong, we should obtain an 
undistorted topview. If necessary, we can adjust the imaging time via inter- 
polation, as discussed earlier. This approach works over the entire observa- 
tion interval, but we do not want to show yet another set of images. O f  
course, although finding usable pieces of peaks tracks by eye in Figure 5.95 
is rather simple, automating the process poses a bigger challenge than most 
of the automation tasks discussed throughout the book. However, another 
practical point is more interesting. 

The conclusion from the above discussion is that undistorted images 
can be obtained for small ships in a rough sea even when the aspect is near or 
perhaps even at broadside, but the interesting question is whether even an 
undistorted image is useful under these conditions. For example, a heavily 
moving small ship can churn the sea to such an extent that the ocean clutter 
becomes a serious problem. As we discussed earlier, in principle we can dis- 
criminate returns from the ocean either on the basis of the distribution of the 
responses in the image or the properties of the responses themselves, but if 
the broadside aspect combines with heavy ocean clutter, perhaps this is not 
~ractical because it requires a good motion compensation of the ship in order 
to recognize the smeared ocean clutter responses. O n  the other hand, the 
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motion of the ship is so heavy in a rough sea that imaging need extend only 
over a small part of the motion cycle. A test is in order. 

The tracks of Figure 5.95 show several sections of tracks with essen- 
tially linearly changing range, which implies constant yaw Doppler, as was 
explained above. For example, there is such a track roughly between 247 and 
248.5 seconds and centered in about Range Gate 20 (the right dashed rec- 
tangle). Within this time interval, we obtain a topview image when the ship 
is not rolling significantly. As the peaks tracks show that the roll period is 
two to three seconds, we should be able to find at least one imaging time 
with insignificant roll. An actual test shows that undistorted topview images 
(images in which the superstructure responses are within the outline of the 
deck responses) can be generated within the interval from 246.9 to 248.8 
seconds. Over this time interval the roll is effective only in degrading the 
image quality because it introduces a changing rotation axis. Given the con- 
stant yaw rate, we can find the best imaging time by forming images over 
equally long intervals, counting the number of peaks within some selected 
area of the ship's image, and choosing the image with the fewest number of 
peaks. This process leads to the image of Figure 5.96. We can readily recog- 
nize the stern in the left upper corner of the ship's image. By comparison, 
Figure 5.97 shows an image 0.9 seconds later. The latter image of the ship 

Figure 5.96 Image from 247.2 to 247.5 seconds. 
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Figure 5.97 Image from 248.1 to  248.4 seconds. 

has many more peaks. (In both images, the lower cutoff for responses is set 
8 dB above the median clutter level.) 

The imaging interval was chosen so as to provide an adequate number - - 

of crossrange cells on the ship as needed for identification, in this instance in 
the order of 50. An examination of the individual responses of Figure 5.96 - 
shows that they are nearly sufficiently well focused, but not quite. Trans- 
forms of some fixed-range image cuts through major responses have ampli- 
tudes that are sufficiently constant to represent the return from a single 
scatterer. Compensating the entire image with the common curved phase 
function of these transforms gives responses on which the TSA can be used. 

O n  the basis of the tracks of Figure 5.95, we selected an imaging time 
at which the yaw Doppler was strong and constant. We can use the same 
tracks to find times at which the range does not change, so that the yaw Dop- 
pler is zero. At these times we then can form a sea-level-view image, provided 
there is sufficient roll motion. However, this cannot be in doubt in a high sea 
state. Such an image is shown in Figure 5.98. The precise imaging interval 
was found by shifting the time of a short fixed-duration image in small steps 
until the deckline was vertically oriented in the image (zero yaw Doppler). 
To  determine the duration of the imaging interval, we can find the center of 
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Figure 5.98 Image from 244.75 to 245.05 seconds. 

the imaging interval as described, and then increase the duration until the 
height levels of the superstructure are sufficiently well defined. 

If we measure the distance in Figure 5.96 between the stern responses 
and the response marked by the arrow, and convert by the range cell size of 
34.1 cm, we obtain a length of 69 ft. At this large aspect angle the bow itself 
should not contain the wave trapping feature that can produce such a rela- 
tively strong response, so that the ship must be somewhat longer (it is actu- 
ally 83 ft). Since the image responses are good enough to use the TSA for the 
measurement of scatterer positions, we should be able to identify the ship if it 
is in the database. The approximate length measurement and the knowledge 
that the actual length must be somewhat larger, together with the sea-level- 
view image of Figure 5.98, which gives the shape and location of the super- 
structure, should at least allow us to classi5 the ship. 

Summarizing the last example, which combines a high sea state with an 
aspect angle close to broadside, we conclude that it still is possible to system- 
atically select the appropriate imaging interval, rather than forming an entire 
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series of images and attempting to select one that meets the requirements for 
classification/identification. Without an extensive effort, one cannot estimate 
exactly how close to broadside the aspect angle can be for a given sea state 
(and range resolution) to allow ship classification/ identification. Identifica- 
tion at broadside is a problem common to all moving targets. 

5.2.7 Section Summary 

We have shown a straightforward and practical way of measuring a ship's 
motion: to tracking a pair of scatterers for the measurement of the yaw Dop- 
pler, and another pair of scatterers for the measurement of the roll Doppler. 
For a pair of scatterers to be acceptable for the motion measurement, their 
differential Doppler must be significantly larger than both residual Dopplers, 
and the scatterers must be located in the appropriate positions on the ship. 
Section 5.2.2 gives procedures for estimating residual Dopplers and deter- 
mining acceptability of scatterer positions. 

We  must choose imaging times when one of the two motions passes 
through zero Doppler and the other is strong and smooth, so that the motion 
at the imaging time is about a fixed rotation axis. Aside from the fact that 
such an image is easily interpreted, a changing rotation axis generates spuri- 
ous responses. When tracking and compensating a scatterer for the measure- 
ment of the ship's motion, we must check the range track and the Doppler 
track for discontinuities and, if the tracks are acceptable, also check the phase 
function of the transform of the tracked response. The times of such discon- 
tinuities must be excluded from imaging, because the image quality would 
be poor (poor compression of responses, plus strong sidelobes and spurious 
responses). The Doppler rates at each good imaging time, scaled from the 
tracked scatterers to the full target size, allow us to determine the longest 
acceptable imaging interval duration (without additional motion compen- 
sation). 

T o  select the scatterers for the motion measurements, we form a roll 
image of the ship, so that two scatterers at nearly the same height and at 
a large separation along the length of the ship can be selected for the yaw 
measurement, and two scatterers at different heights and at a small separation 
along the length of the ship can be selected for the roll measurement. If the 
objective of tracking scatterers in desirable locations on the ship is nor quite 
achievable, the measured yaw and roll Dopplers will contain errors. One of 
the scatterers used for the roll Doppler measurement can be replaced by a vir- 
tual scatterer derived from the two scatterers used for the yaw Doppler meas- 
urement. This alternative method gives improved accuracy because the deck 
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position of the virtual scatterer can be chosen close to that of the scatterer of 
the superstructure. 

A sea-level-view image formed at a time when the yaw Doppler is indi- 
cated to be zero will be slightly sheared if the time has been measured with a 
small error, but this will normally be acceptable. It can be readily corrected 
when the baseline for the roll image is discernible. If such a slight shearing of 
the image is not acceptable (mainly for reasons of the associated image qual- 
ity), we can form a sea-level-view image slightly before the measured time of 
zero yaw Doppler and another sea-level-view image slightly after that time, 
and by comparing the amounts of shearing of the two images determine the 
exact time of zero yaw Doppler. 

When a topview image is formed at a time when the roll Doppler 
was inaccurately measured to be zero, the residual roll Doppler will shift the 
responses of the superstructure relative to the outline of the ship. Here again 
we can form an image slightly before the measured time of zero roll Doppler 
and another image slightly after that time, and by comparing the translations 
of the major responses of the superstructure find the exact time at which the 
superstructure will be centered within the deck outline (with adjustments for 
nonzero depression angle). This may not represent the actual position of the 
superstructure correctly, but will usually be good enough for identification or 
classification purposes. 

In the most benign motion conditions, we can easily recognize and 
track bow, stern, and superstructure scatterers. However, both recognition 
and tracking can be difficult. The flowchart of Figure 5.32 shows the 
appropriate sequence of processing steps when the motion is not ideal. 
Section 5.2.2 demonstrates measurements under benign conditions, and 
Sections 5.2.3 through 5.2.6 demonstrate alternatives when motion makes 
scatterer recognition or tracking difficult. 

In those cases when the roll Doppler happens to be very small, we 
will not be able to generate a sea-level-view image in which scatterers can be 
selected for the measurement of the roll motion, though the selection and 
tracking of the scatterers for the yaw motion are easy. In these cases, we 
form topview images over slightly shifted intervals, all when the yaw motion 
is strong and smooth, and determine whether the usually strong responses of 
the superstructure shift in crossrange relative to the ship outline (or illumi- 
nated side of the ship) with changing imaging time. This shift would be 
caused by roll. If the crossrange positions do not shift, the roll is declared 
insignificant. If such shifts are detected, we attempt to track a scatterer whose 
position shifts significantly. If we can track such a scatterer acceptably well, 
we use it and a virtual scatterer in the same range gate to derive the roll 
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Doppler. If we cannot track a superstructure scatterer whose position shifts 
with changing imaging time, and the resulting uncertainty in the crossrange 
positions of the scatterers of the superstructure appears objectionable, we can 
form a series of images that reveal a full roll cycle, and choose the imaging 
time halfway between the peaks of the roll Doppler. 

The tracking of peaks in the intensity range profile becomes problem- 
atic when a ship is moving heavily and in an erratic manner. Even under 
more benign circumstances such tracking becomes difficult as a ship 
approaches broadside, and will often be impossible near broadside (unless the 
radar uses very high range resolution). The tracking performance can be 
improved by analyzing the responses of the complex range profiles, deter- 
mining scatterer positions, and then tracking the scatterer positions. Track- 
ing performance can be further improved by replacing the procedure of first 
tracking a scatterer in range and then tracking it in Doppler by combined 
rangelDoppler tracking. Despite these improvements, severe motion may 
require dividing the observation dwell into separate intervals for tracking and 
analysis. 

5.3 Analysis of Ship Images 

Section 5.1 considered the principles of ship imaging, and Section 5.2 the 
generation of usable images. Section 5.3 addresses the task of extracting from 
these images the information needed to identify a ship. The material is meant 
primarily for the reader actively interested in ship identification. A reader 
more casually interested in the topic might want to read the section without 
attempting to follow all the detailed derivations. 

With regard to effects on imaging and the analysis of images, a ship can 
have a large number of different motion states. It may yaw with insignificant 
roll, roll with insignificant yaw, or it can have considerable yaw as well as roll. 
In the latter case, the yaw and roll motions can have cycles of similar length, 
or one motion can have a cycle duration much larger than the other. When 
the yaw and roll cycles have about the same durations, the two motions can 
be in phase, out of phase, or at any phase relation. This high degree of vari- 
ability of the motion state of a ship makes it impractical to organize a treat- 
ment on feature extraction in accordance with a particular motion state, such 
as feature extraction when the ship is only rolling or only yawing, or when 
both motions are significant. Rather, we will consider the measurement of 
important features under a variety of motion conditions. 



546 Theory and Practice of Radar Target Identification 

5.3.1 Measurement of Ship Length and Width 

The primary problem of determining length and width, but particularly 
length, is to distinguish between red responses fFom the ship and spurious 
responses generated by the ocean surface or by scatterers with peculiarly 
behaving phase centers. We assume that the ship is being tracked in angle. 
With conventional tracking methods, the pseudoperiodic component of the 
yaw motion is averaged out, so that a smooth angular track is obtained. Such 
a track is often not very accurate, because tracking is performed on the ship 
as a whole, in which case the consequence of yaw, pitch, and roll on the cen- 
troid of the ship return is smoothed rather than being taken out. For more 
accurate tracking, the processor should create a sequence of short-term 
images in real time, and from these images select a specific scatterer for track- 
ing. Such a high-quality track would allow the derivation of a relatively accu- 
rate crossrange scale factor, which would be very useful. However, the typical 
radar tracker in use at the time of this writing was not designed for this type 
of precision tracking 

As our first example, we choose the small dive boat treated earlier. In 
practice, the first step is to measure the motion of the ship over some time 
interval, and analyze the result. If there are times at which a sufficiently 
high yaw Doppler coincides with zero roll Doppler, the best of these times is 
selected for generating a topview image. This "best" imaging time is the time 
when the yaw Doppler is as strong as possible, the yaw period is as long as 
possible, and the roll Doppler goes through the broadest available zero. Also, 
the strongest scatterer used for the motion analysis is checked for irregulari- 
ties in the ship's motion. Strong effects of this kind can be recognized by 
kinks in the peaks track, or the disappearance of the peaks track. When the 
peaks track appears smooth, the following Doppler track must be checked 
for discontinuities. If the Doppler track appears smooth, the phase track 
must be examined. This is the most sensitive check on motion irregularities, 
because no averaging is involved. To repeat, this check means taking an 
image cut in the range gate of the scatterer, and then transforming the image 
cut. The phase function is examined for discontinuities at the tentative imag- 
ing time. The entire procedure of selecting the best imaging time may look 
very complicated, but poses no problems with automated processing. The 
procedure is necessary for obtaining an image of sufficient quality. 

For our example, we will deliberately not choose the best imaging time, 
because the best imaging time in a given practical application may not give 
results as good as we could produce by selecting the best imaging times for 
the available data. In other words, by not selecting the best imaging time we 
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can illustrate the problems that may occur when, in a particular application, 
the best available imaging time is chosen. Specifically, it may not be obvious 
in an image which of the weaker responses are from the ship and which are 
from the ocean surface. The image selected for this illustration is shown in 
Figure 5.99. The first question is, which of the responses at close ranges is the 
first observable response from the ship? The accuracy of the length measure- 
ment depends on answering the question correctly, and it also might be of 
consequence for determining the outline of the deck. A correct outline not 
only provides length and width, but also allows placing the scatterers in their 
correct positions on the deck. 

To discriminate between genuine and spurious responses, we can take 
image cuts in the range gates of the various candidates for the bow response, 
and examine their transforms in order to determine whether the responses 
come from real scatterers or are spurious. However, the shorter the imaging 
interval, the more difficult it is to distinguish between the two types of 
response reliably. The longer a particular response can be observed, the more 
information can be extracted. Also, a longer coherent integration time 
enhances genuine responses relative to ocean clutter because an ocean surface 

Crossrange (gates) 

Figure 5.99 Topview of the dive boat. 
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rough enough to generate returns that can compete with ship returns in 
strength is not stable. For these reasons we proceed as follows. We select an 
image response that undoubtedly is a genuine ship response, because of 
strength and location, and is as close to the bow as possible. If the selection 
cannot be simply based on the strength of the response, we take transforms in 
the range gate or crossrange gate of the response, or even along diagonals, 
and determine whether or not there is a good approximation of the patterns 
of a single scatterer, or of two interfering scatterers. 

In the case of Figure 5.99 the obvious response to select is the one 
in Range Gate -13, indicated by the arrow. Because of its strength, this 
response can be readily identified in the peaks tracks. As demonstrated 
repeatedly, it is tracked in range and then in Doppler, and the data are com- 
pensated with the combined spline to make the associated scatterer station- 
ary. A new image is formed with this compensation, and the stronger of the 
image responses closer to the bow than the compensated response (at closer 
ranges) are examined to find at least one with the characteristics of a genuine 
response, again judged from the amplitude and phase functions of the trans- 
form. If such a response is found, we compensate the new response, and form 
a new image. In this image we then examine the responses still closer to the 
bow. If such a response is not found, the examination of the responses closer 
to the bow is performed in the image based on the compensation of the first 
response. As we shift the compensation to weaker scatterers near the bow, 
we image over longer times in order to obtain an integration gain of ship 
responses relative to the variable ocean responses. With this integration gain, 
ocean clutter responses may become too weak in relation to the ship 
responses, or they may disappear altogether below the clip level (set to elimi- 
nate most ocean responses). 

For an illustration we select the strong response in Range Gate -13 of 
Figure 5.99, compensate, and form a new image of two seconds duration. 
Examination of the responses at closer ranges reveals one with the character- 
istics of a genuine response (although smeared because it is not properly 
compensated). The image cut through this response and its transform are 
shown in Figure 5.100, on the left side the amplitude and phase function of 
the response, and on the right the amplitude and phase functions of the 
transform. The amplitude function on the right top has only a droop of the 
average amplitude, indicating a slow drift in the range gate. The phase func- 
tion is smoothly curved (except at the right fringe), other than the variations 
associated with the amplitude fluctuations. Thus we can compensate this 
response, and generate a new image in which the compensation has been 
shifted closer to the bow, if not to the bow. 
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Figure 5.100 Image cut in the range gate of a genuine response. 

The corresponding image is shown in Figure 5.101, with the newly 
compensated response marked. The image cut in the range gate of this 
response and its transform are shown in Figure 5.102. O n  the left top we 
find a sharply focused response rising high above the background. The 
amplitude and phase functions of the transform confirm a genuine response. 
The phase variations are sufficiently small over most of the interval, and the 
large drop at the end of the interval is due to the low amplitude minima. The 
drop could be avoided by taking the transform over only the response rather 
than over the entire crossrange interval displayed on the left of Figure 5.102. 
We  can now examine other responses, to determine whether or not they are 
genuine. In particular, we want to find any genuine response that may be at a 
closer range than the one compensated, because that response would deter- 
mine the measured length of the ship. No such response can be found in this 
instance. As an example, in Figure 5.103, we show the image cut and its 
transform in the range gate of the response just below the compensated 
response in Figure 5.101. The image cut does not show a single dominant 
response, or perhaps two responses, as would be expected from a ship. In 
addition, no TSA analysis is performable on the various "responses" of the 
image cut. 
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Figure 5.101 Two-second image with the bow response compensated. 
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Figure 5.102 Image cut and transform of the newly compensated response. 
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Figure 5.103 Image cut in Range Gate -9.5. 

We have demonstrated how to sort the responses at close ranges in 
Figure 5.99 into genuine and spurious responses, so that the first (at closest 
range) response from the ship may be found. The same process must be 
repeated for the stern if an accurate length measurement is to be obtained. 
An image with a scatterer compensation analogous to Figure 5.101 is shown 
in Figure 5.104 for the stern. The image cut in the range gate of the compen- 
sated response and its transform are shown in Figure 5.105. The response is 
sharply focused. The amplitude has only a short drop from poor tracking, 
but for most of the interval it is rather steady and accompanied by an almost 
flat phase function. This is a response from a real scatterer. In contrast, in 
Figure 5.106 we show the image cut and its transform for the response just 
above the one compensated in Figure 5.104. There is no sharp response, and 
over the short interval where the transform amplitude function (on the right) 
is strong, the phase function is strongly curved. If there should be any doubt 
that this is a spurious response, we can try to compensate better, but we will 
not succeed in these cases. 

As stated above, for this example we have deliberately chosen a poor 
imaging time, so that the example is rather demanding We have stressed the 
fact that one must choose the imaging time so that the spurious responses are 
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Figure 5.104 Image with a scatterer near the stern compensated. 
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Figure 5.105 lmage cut in Range Gate 0 of Figure 5.104. 
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Figure 5.106 Image cut in Range Gate 2.2. 

at the lowest possible level. This can be done on the basis of the measured 
yaw and roll Doppler curves, and an examination of the tracking perform- 
ance in range, Doppler, and phase. Nevertheless, even for well chosen imag- 
ing times the problem of determining the first and last responses from the 
ship, for an accurate length measurement, is real. 

For a first demonstration of a length measurement, we choose an image 
of better quality, which is easy to obtain if the rules discussed above are fol- 
lowed. Such an image of the dive boat is shown in Figure 5.107. The aspect 
angle is needed in order to determine the crossrange scale, which in turn 
is needed to measure the ship length at aspect angles other than close to 
head-on. This aspect angle must generally be supplied by the radar tracker. 
However, if a ship has a square stern and the stern is visible in the image, we 
can estimate the crossrange scale from the image buy chdnging the scale until the 
lines defined by the side of the ship and the stern are perpendicular to each 
other. Of  main importance is the ability to define the lines established by the 
side of the ship and its stern. The line defining the side is drawn in Figure 
5.107, in order to point out that it is defined by the series ofweak responses 
and does not include the strong response. The side of a ship hardly ever 
includes a scatterer capable of producing such a strong response. 
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Figure 5.107 Image of the dive boat, from 26.0 to 26.3 seconds. 

It is worth noting that in our examples we chose the directions on the 
basis of the dots of the peaks plot image, which means we are utilizing the 
peaks of the intensity image. As was pointed out many times, the position 
of a peak of the intensity response need not be the position of a scatterer, 
because the peak could be generated by interference between two or more 
scatterers. To realize the best accuracy under general conditions, each com- 
plex peak must be analyzed to obtain the positions of the scatterers, and a 
line must be fitted to the measured positions of the scatterers rather than to 
the positions of the peaks. We will not do this in our examples, because the 
goal of our illustrations is not to achieve maximum accuracy. 

The range separation between the last response along the line and the 
perpendicular projection of the first response onto the line is 26.5 range 

I 
gates. With a range gate size of O.32m, the range separation becomes 8.5m. 

- - . - 

Since the aspect angle, or the angle of the line with respect to horizontal, is 
43O, the length of the ship is 8.5Isin43" = 12.5m. At this point the measure- 
ment represents a minimum length, because the length apparent to a radar 
can be smaller but not larger than the actual length. However, since the 
difference between the measured and actual will not be large, even in the 
absence of any information about the ship, we now know that its length is at 
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least 12.5m, but not much larger; perhaps by Im or 2m. If we have good dia- 
grams and photographs of the ship, we should be able to estimate the radar 
length quite accurately, by finding the first and last wave trapping features 
along the side of the ship. In the present case we have a photograph with 
insufficient details. We will demonstrate how to measure the radar length, 
but our estimate of the measurable length will represent the situation where a - 
little is known about the ship, but no details. 

The photograph of the dive boat is given in Figure 5.73. At the bow 
we see a device that looks like an anchor, but that will hardly the sig- 
nificant response indicated by the horizontal arrow in Range Gate -19 of 
Figure 5.107. A more likely scatterer is what appears to be a hole between the 
anchor and the name of the boat. There is some confirmation of this from 
the fact that the response is close to the line defining the edge of the ship 
rather than being nearer the centerline of the ship. c ire over, we can see that - 
at this aspect angle the part of the bow around the hole will be nearly perpen- 
dicular to the line of sight. With respect to the scatterer defining the stern of 
the ship, no feature that would tend to trap the radar wave can be seen when 
starting from the very end of the ship until slightly before the first reeling 
support. Thus we will take the length between this point and the hole at 
the bow. With an overall length of 14.3m for the ship, from the photograph 
we find the radar length to be 12.lm. This result differs from the measured - 
value by 0.4m. At least part of this error is due to the inaccuracy of choosing 
the crossrange scale factor in Figure 5.107. Probably the larger part comes 
from the inability to see the construction of the features that define the radar 
length of the ship. Nevertheless, under operational conditions the error 
should be considered small. The width of the ship also can be taken from 
Figure 5.107, but we have no information on the actual width. 

As a second example, we measure the length of the coast guard cutter 
shown in Figure 5.33, this time viewing the ship from the rear. A short-term 
image (without compensation other than removing the constant range drift) 
is shown in Figure 5.108. Whereas the bow response meets the test of a genu- 
ine response, at the stern of the ship it is not obvious which responses are 
from the ship and which are from the wake. Here, we again form an image 
over a longer time, so that the ship responses are enhanced through the inte- 
gration gain. With automated processing, we will perform a motion compen- 
sation on a scatterer as close to the stern as possible, and proceed in the same 
way as in the earlier example. Trying to simplify manual processing, the pre- 
cise choice of the imaging interval is dictated by the desire not to have to per- 
form a motion compensation, so that it depends on the duration of the yaw 
and roll cycles. In this instance the measurement of the yaw and roll motion 
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Figure 5.108 Short-term image (0.2 seconds) of the 110-ft coast guard cutter. 

shows shorter cycle durations than for the previous example, so that we 
choose an interval of one second instead of the two seconds used with the 
dive boat. The corresponding image is shown in Figure 5.109. The range 
separation between the top response and the one marked is almost exactly the 
separation between the top response in Figure 5.108 and the one near Range 
Gate -40 and Crossrange Gate -2, indicated by the horizontal arrow. This 
measurement establishes where the ship responses start. 

Since we do not have tracking information for our examples, we again 
want to determine the crossrange scale by utilizing the symmetrical design of 
a ship, except that in this case the side of the ship is not well defined in the 
peaks plot. For a more accurate definition, we should analyze the complex 
responses in the vicinity of the illuminated edge with the TSA, and obtain a 
better defined edge. However, it is simpler to use the bow response, which is 
strong because from the rear the radar observes the corner formed by the 
deck and plates that rise above it. The length of the ship thus can be meas- 
ured if we use the line between the bow response and the center of the stern 
to estimate the crossrange scale (If we do not estimate the center of the stern 
correctly, the error is negligible). The line marked in Figure 5.108 a range 
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Figure 5.109 One-second image of the 110-ft coast guard cutter 

separation of 83.2 gates or 83.2 x 0.32 = 26.6m and an angle with respect to 
the horizontal of 54", yielding a length of 32.9m. For this particular view, 
where the end scatterers of the ship are well defined in the image, we know 
that the actual length must be close to the measured length. 

We can verify this from the photograph of Figure 5.33. From the 
design of the stern it is clear that the radar will see the actual end of the ship. 
Estimating in the photograph where the deck joins the corner of the bow 
leads to a ship length of 33.Om, just O.lm different from the measured value. 
The width of the ship could be measured by analyzing the responses along 
the illuminated edge and obtaining a better defined edge. Alternatively, we 
could analyze the responses along the stern and derive the width of the stern. 
In fact, considering the accuracies involved here, it appears adequate to take 
an image cut along the stern and use only the intensity responses as shown in 
Figure 5.110. A definition of the width of the stern as indicated by the cross- 
hairs should suffice. We find a projected width of the stern of 13 range gates 
or 4.2m, which gives an estimated actual width of 4 . 2 1 ~ 0 ~ 5 4 ~  = 7.1m. 

As an illustration of a case where angular tracking information is needed 
to determine the length of a ship, in Figure 5.1 11 we show a one-second 
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Figure 5.110 Image cut along the stern. 

topview of the cruise ship. When the imaging interval is extended to check 
for spurious responses, the first and last responses of the image remain in the 
same range gates as in Figure 5.11 1, which means that these are indeed ship 
responses. The stern of this ship is rounded rather than straight, so that it 
cannot be used as a reference for establishing the crossrange scale. In the 
absence of a conspicuous structure whose responses are arranged perpendicu- 
lar to the centerline, we can obtain only a crude estimate of the ship's length 
when no aspect angle information is available from the tracker. First, we 
assume that the stronger responses at the bow and stern should be near the 
centerline, so we choose the centerline as indicated in Figure 5.1 1 1. Then 
there are various series of responses that must be associated with typical struc- 
tures on a ship, oriented perpendicular to the centerline. We choose the 
crossrange scale factor so that the lines defined by the responses are perpen- 
dicular to the centerline in the figure, such as the responses around the dot- 
ted line near Range Gate 20. The length of the ship then is derived in 
the same manner as illustrated earlier for the case of a rectangular stern. 
This measurement yields a length of 183 ft, whereas the actual length is only 
15 1 ft. Evidently, this is a very crude estimate, yet it still leaves the ship in the 
correct class. 
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Figure 5.111 image of the cruise ship, one second. 

The preceding example is simple because the ship has only significant 
yaw motion, so that a discussion of the problems associated with an addi- 
tional roll motion was unnecessary. For the next example of length and width 
measurement we choose the case of combined yaw and roll motion that 
led to the motion measurement of Figure 5.55. The specific time interval to 
be considered extends from 23 to 25 seconds, covering one yaw half-cycle 
(dashed curve) and somewhat more than one roll half-cycle. 

We have stressed that the choice of the imaging time is critical when 
the rotation axis is changing. We now demonstrate its effect on the length 
measurement. The analysis of Figure 5.55 has determined intervals during 
which only one motion component is effective. We must examine these inter- 
vals in more detail, checking transforms of fixed-range image cuts for small 
motion irregularities (fractions of a wavelength) that can spoil image quality, 
but that would insignificantly affect the derived yaw and roll Doppler curves. 

The survey image over two seconds is shown in Figure 5.1 12. Because 
of the absence of a motion compensation, the responses are highly smeared 
in crossrange. Also, the responses in the farther range gates are below the clip 
level. Lowering the clip level so that these responses can be seen brings up too 
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Figure 5.112 Image from 23.0 to  25.0 seconds. 

many of the low-level spurious responses. The natural choice for a compensa- 
tion is the strong response in Range Gate -5. We take an image cut in the 
range gate of this response, transform the image cut, and remove the slow 
phase curvature by fitting a smooth spline. The amplitude function of the 
transform and the phase function after removal of the trend are shown in 
Figure 5.113. Near the center we notice two deep amplitude minima. Since 
they do not repeat periodically and are not accompanied by correspondingly 
large phase jumps, they are not caused by interference from another scatterer. 
It is the time at which both yaw and roll Doppler go through their maxima; 
that is, it is the worst case of a changing rotation axis within the entire two- 
second interval. 

In contrast, around the times of 23.2 and 24.4 seconds, in the intervals 
labeled "yaw" and "5.1 14," the amplitude is particularly smooth. These are 
times at which the roll Doppler of Figure 5.55 goes through zero, so that the 
motion is only about a fixed axis.  his, these are the times at which we want 
to generate an image. Since the yaw Doppler is much larger at the second 
time, this is the better time for generating a topview image. A 0.4-second 
image at this time is shown in Figure 5.1 14, again without further motion 
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Figure 5.113 Amplitude and phase functions for the dominant scatterer. 

compensation. The phase jump of about 0.17 cycles near the beginning of 
the imaging interval is acceptable only because it is so close to the edge of 
the interval that it will be suppressed by the weighting used in the imaging 
process. The other phase fluctuations are just a few hundredths of a cycle, 
and so are acceptable. Examination of the three other scatterers used for Fig- 
ure 5.55 also shows acceptable transform amplitude and phase over this time 
interval. Thus, it yields a good-quality image. 

In this relatively favorable case, when we adjust the crossrange scale so 
that the centerline is perpendicular to the stern, as marked in Figure 5.1 14, 
by dividing the range separation of bow and stern by the sine of the angle of 
the centerline, we obtain a length of 111.3 ft, compared with an actual 
length of 1 1 1 .O ft. For comparison, we also generate the image at the time of 
maximum yaw and roll Dopplers, given by Figure 5.1 15. The responses for 
the last third of the range extent of the ship are at such low levels that they 
cannot be shown in the figure without also displaying a large number of spu- 
rious responses. A length measurement in the second image gives 105.2m, 
which is much more in error than the first measurement. 

As a final example of a length measurement, we choose the dive boat at 
a time when the motion conditions are rather poor for identification. In fact, 
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Figure 5.114 Image from 24.3 to 24.7 seconds. 

Figure 5.115 lmage from 23.8 to  24.2 seconds. 
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when we attempt to measure the motion by using two scatterers for the yaw 
measurement and another two for the roll measurement, the simple proce- 
dure of starting with a track of the peaks of the intensity range profiles does 
not lead to usable measurements of the roll Doppler. This is to say that when 
we apply the usual tests of the track quality, we cannot find acceptable tracks 
for two superstructure scatterers. Retaining the simple tracking approach, it 
is possible to use the three-scatterer method, where the motion of one super- 
structure scatterer is measured relative to a virtual reference scatterer. The 
result from this method is shown in Figure 5.1 16. The uncertainty in the 
yaw measurement is about 6 Hz, and that in the roll about 8 Hz; the figure - 
shows an uncertainty of 7 Hz. As always, the two Doppler functions were 
derived from selected scatterers, and must be scaled to the full length and 
height of the ship. 

The correlation between the two curves indicates either that the roll 
Doppler was calculated incorrectly, so contains a yaw contribution, or that 
the ship's motion is dominated by pitch (with a nonzero pitch angle). Over 
the 20 seconds of the figure, examination of the range peaks tracks shows 
that the range separation of the superstructure scatterer and the stern varies 
from 39% to 43% of the range separation of the bow and the stern. This - - 
small variation indicates that the superstructure scatterer is close to the line 

Figure 5.116 Yaw and roll (dashed curve) Dopplers for the dive boat. 
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(in physical space) between the bow and stern scatterers. Figure 5.1 16 was 
derived using a fractional separation of 41%. Removal of the common 
motion between the curves would require a fractional separation of 71%. 
The calculation cannot be in such large error. Thus, we conclude that the 
ship's motion is dominated by pitch, which contributes to both the "roll" 
and "yaw" curves. As we saw in Section 5.2.2, the curves can still be used to 
choose times for generating topview and sea-level-view images. 

Figure 5.1 16 reveals a difficult situation. First, the yaw motion is so 
rapid that the Doppler changes at maximum rates on the order of 100 Hz per 
second. If we use an imaging interval of 0.2 seconds, for example, at the 
maximum rate of change the Doppler changes by about 20 Hz over the 
imaging interval, which is four resolution cells. Even with such a short imag- 
ing interval, to avoid a smearing of the responses we must image near the 
maxima or minima of the yaw Doppler functions. The situation is somewhat 
worse, because the scatterers that were used for deriving the yaw Doppler 
span only about two-thirds of the range extent of the ship, meaning the 
maximum absolute yaw Doppler will be higher for bow and stern scatterers. 
Furthermore, even if it were practical to compensate the Doppler variations, 
we would still have the problem of spurious responses. 

Additional difficulty arises because the roll Doppler is also significant. 
The roll Doppler of Figure 5.1 16, even without any possible scaling to the 
full height of the ship, changes rapidly enough to be of concern. If this were 
not the case, the significance of the roll Doppler would be checked by 
forming a short-term image at a time when the yaw Doppler is zero but the 
roll Doppler is reasonably close to its maximum value, or by generating an 
image when both yaw and roll Doppler are significant, as was demonstrated 
earlier. The curves of Figure 5.116 thus indicate that the choice of imaging 
time and imaging interval are very critical if a high quality image is to be 
obtained. 

In order to obtain a topview image we must choose an imaging time 
when the yaw Doppler is strong and the roll Doppler is zero. However, with 
such a rapid motion of the ship, it is particularly important, from the point 
of view of spurious responses, to select the correct imaging time. In order to 
do this, we compensate the data with one of the scatterer tracks, form the 
image, and examine the transform of the image cut in the range gate of the 
tracked scatterer. This transform is shown in Figure 5.117, for the bow scat- 
terer. As the modulation of the amplitude function indicates, it is not a good 
track. This fact by itself confirms that the ship's motion makes obtaining a 
high-quality image difficult. Nevertheless, the track is good enough to make 
a choice. 
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Figure5.117 Transform of the image cut in the range gate of the compensated bow 
scatterer. 

We want to select the imaging time such that a high yaw Doppler and a 
small roll Doppler combine with a phase function with insignificant varia- 
tions (no more than about 0.1 cycles). An evaluation of the possibilities in 
Figures 5.1 16 and 5.1 17 shows that such a time starts at about 171.2 seconds 
and ends at 171.9 seconds (indicated by the double-headed arrow), over which 
interval the phase varies little and has constant slope. This same interval is also 
acceptable for the other two tracked scatterers. In Figure 5.116 this interval 
starts near the peak Doppler of a major yaw cycle and ends near zero yaw. 

The time at which the roll Doppler goes through zero is 171.5 seconds, 
but the absolute roll Doppler is less than the roll Doppler uncertainty for the 
entire interval from 171.2 to 171.9 seconds. We form images at the begin- 
ning and end of the interval, for derivation of the time for generating a pure 
topview image, and find that this time is at the beginning of the interval. 
This image, from 171.2 to 171.4 seconds, is shown in Figure 5.118. 
Although the strong motion of the ship generates high returns from the 
ocean surface, the outline of the ship is sufficiently well indicated. The stern 
responses and a bow response are clearly recognizable. We again perform 
a crude length measurement by utilizing the peaks of the intensity image, 
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Figure 5.118 Image from 171.2 to  171.4 seconds. 

placing the centerline of the ship halhvay between the outer stern responses 
and parallel to the sides. The crossrange scale factor then is chosen so that the 
line through the stern responses is perpendicular to the centerline. We find a 
range difference between the projection of the bow response on the center- 
line and the center of the stern of 25.1 range gates, and an aspect angle of 
43", which gives a radar length of 11.8m. This is just 30 cm shorter than the 
length measured earlier. 

To demonstrate how critical the choice of the imaging time is, in 
Figure 5.1 19 we show the same kind of image generated just 0.4 seconds 
before that of Figure 5.1 18. Whereas the earlier image allows a very accurate 
measurement of ship length (and width, from the responses defining the illu- 
minated edges), the image of Figure 5.1 19 is dominated by useless spurious 
responses, the sideband responses generated by scatterers with shifting phase 
centers when the rotation axis is changing. We have pointed out repeatedly 
that a peaks plot image allows only a crude assessment of image quality, and 
that one must analyze the complex responses of an image to obtain a reliable 
assessment. If this is done with the two images of Figures 5.118 and 5.1 19, 
the responses in Figure 5.1 19 do not generate edges of better quality. 
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Figure 5.119 Image taken 0.4 seconds before that of Figure 5.118. 

To  demonstrate how critical the choice of the imaging time is in 
general, we form a pure roll image at the time of 172.0 seconds, where 
Figure 5.1 16 shows zero yaw Doppler but a finite roll Doppler. Again, when 
the roll Doppler is used for generating an image, we want to have zero yaw 
Doppler not so much because the shearing of the image is to be avoided (the 
shearing is easy to deal with) but because imaging must be done when the 
motion is about a fixed axis rather than a changing one. The sea-level-view 
image is shown in Figure 5.120. The responses from the level of the deck 
appear in Crossrange Gate -0.7 (indicated by the dotted line), essentially 
arranged parallel to the range axis because the yaw Doppler is truly near zero. 
The responses from the superstructure are to the left of the deck responses. It 
is a clean image, which fact is verified by examining the individual image 
responses. In Figure 5.121 we show the same image generated over the con- 
tiguous imaging interval from 172.1 seconds, again with an imaging interval 
of 0.2 seconds. We find some resemblance to the image of Figure 5.120, in 
particular in the upper part, but the image is not simply a sheared version of 
the one at zero yaw. In Figure 5.122 we show the image over the 0.2-second 
interval preceding the one used for Figure 5.120. Again, this is not simply 
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Figure 5.120 lmage from 171.9 to  172.1 seconds. 

Crossrange (gates) 

Figure 5.121 lmage from 172.1 to 172.3 seconds. 
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Figure 5.122 Image from 171.7 to 171.9 seconds. 

a sheared form of the undistorted image, but is essentially useless for 
identification. 

5.3.2 Scatterer Positions on Deck and Shape of Deck 

As for all types of target, we also want to utilize special features and the posi- 
tional match for ships. Two of the special features, length and width of the 
ship, were treated in the preceding section. As another example of a special 
feature, in the topview image of Figure 5.58 we can recognize that the strong 
scatterers of the superstructure are concentrated near the center of the 
ship along its length. This is not the case for the dive boat images, such 
as Figure 5.77. It is even less so for the SAR images of the cruise ship, 
Figures 5.62 or 5.1 11. In fact, for this ship the lack of pronounced responses 
that may be associated with a concentrated superstructure might be consid- 
ered a special feature. The cruise ship has a superstructure that extends over 
essentially the entire length of the ship. Undoubtedly, as more images of 
ships are examined, one can define more special features that exist for some 
ships but not for others. 

In principle, we can use a positional match for those scatterers that have 
no special significance, basically in the same way as was demonstrated for 
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aircraft and ground vehicles. Now, a ship almost always has at least some 
degree of roll, perhaps not sufficient to allow generating a good sea-level-view 
image, but enough to displace responses in crossrange. We demonstrated 
earlier that it is possible to interpolate between imaging times to refine the 
determination of the time at which the roll Doppler is zero. However, there 
is a question of how accurately such a procedure can be implemented with 
automated processing. This suggests treating the positional match for 
topview images more like that of gound vehicles than aircraft, meaning that 
we should heavily weight the accuracy of the positional match in range but 
not in crossrange. 

We stated at the beginning of the preceding paragraph that one can use 
the positional match in principle. This statement refers to the likely difficulty 
of obtaining good diagrams and photographs for the large number of ships of 
various designs. If the aim is to identify large military ships, for which the 
variety in designs is limited, a positional match as demonstrated for aircraft 
and ground vehicles appears practical, so that identification appears practical. 
O n  the other hand, for small ships in a littoral environment, as we are using 
for our demonstrations, this may not be practical. It may not be possible to 
obtain the kind of diagrams and photographs needed for estimating the posi- 
tions of the stronger scatterers. Then it may only be possible to classify the 
small ships based on such special features as length and width, the position 
and shape of the superstructure, and similar; it may not be possible to iden- 
tify them. Thus we will merely give an indication that the positional match 
would work if one had enough information on the ships. 

As an example of the fact that the image quality is adequate for a posi- 
tional match, the three strongest responses in the topview image of the coast 
guard cutter, Figure 5.58, have the positions of the back of the superstruc- 
ture, the mast, and the back of the command cabin, with the mast giving the 
strongest response (see Figure 5.33). The strongest response of Figure 5.77, 
the topview image of the dive boat, is generated by the trihedral corner 
formed by the superstructure and some other structure, just behind the life 
saver (see Figure 5.73). The weaker response just above and right of the 
strongest comes from a structure on top of the cabin. Our photographs of 
the cruise ship are not good enough for identification of the various corners 
and "cavities" that cause strong responses. 

5.3.3 Height of Scatterers Above Deck (Shape of Superstructure) 

In this section, we demonstrate the processing procedure for measuring the 
height of the scatterers, and in the process we obtain the three-dimensional 
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positions of the scatterers, but without knowledge of the height scale. How- 
ever, we do  not perform these measurements to the full accuracy to which 
they are obtainable. One reason is that the effort is too large for manual proc- 
essing; these measurements must be performed automatically. Another 
reason is that we do not have adequate information on the ship in order to 
determine measurement accuracies. We point out where simplifications are 
made and what actually should be done. 

Consider the 1 1  0-ft coast p a r d  cutter, for which Figure 5.42 gives the 
roll (solid) and yaw Doppler curves for one of the 20-second intervals. We - - 
must start with a topview image, which means that the image must be 
formed at a time when the roll Doppler is zero. We would like to find an 
instant when the roll Doppler is zero and the yaw Doppler is near its peak, 
because this choice will result in the lowest possible level of spurious 
responses. An examination of Figure 5.42 reveals that such an imaging time 
exists around 64 seconds. It is the only time where this requirement is met, 
because the dominant pitch motion results in the "yaw" and "roll" motions 
having about the same timing of extrema and zero crossings. We  choose this 
optimum imaging time when it can be found within the observation interval. 
Otherwise we would choose the best approximation to the ideal imaging 
time, even though it implies higher spurious responses. - 

In order to maximize the accuracy of the scatterer height measure- 
ment, we should find the exact time for zero roll Doppler by the interpola- - - 
tion method discussed earlier. T o  this point in the processing sequence, we 
have merely removed from the data the linear component of the changing 
range of the ship, without further motion compensation. For highest meas- 
urement accuracy, one should remove any residual nonlinear slow motion 
by range and Doppler tracking a scatterer and compensating, but the resid- 
ual in this case is found to be so small that for an imaging interval of 0.2 
seconds it should not matter. Thus, we leave the data uncompensated. The 
image obtained at a time of 63.9 seconds is shown in Figure 5.123, and the 
image at an imaging time of 64.5 seconds is shown in Figure 5.124. We 
estimate the deck line as marked in both figures. M e  then measure the 
crossrange separations from the deck line of the scatterer near Range Gate 
-2.0 in both figures, indicated by the arrows. Both the deck line estimation - 
and crossrange separation measurements should be done by analyzing 
responses and determining the actual scatterer positions, but we have sim- 
ply used the peak positions. These measurements yield crossrange separa- 
tions of 7.6 and 5.6 gates, respectively, and interpolation gives the time of 
zero roll Doppler as 64.25 seconds. The corresponding image is shown in 
Figure 5.125. 
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Figure 5.123 Image from 63.8 to 64.0 seconds. 

Crossrange (gates) 

Figure 5.124 lmage from 64.4 to 64.6 seconds. 
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Figure 5.125 Image from 64.15 to  64.35 seconds, zero roll Doppler 

Next, we form an image at a time slightly dzfferentfiom that of zero roll, 
closer than the times used for interpolation. We want to avoid a change in 
the imaging time so large that the roll motion shifts the scatterers in range 
and perhaps changes the image sufficiently to require a detailed analysis 
of the responses. The change in the imaging time should be a compromise 
between measurability of the crossrange shifts of the responses caused by roll 
and undesirably large changes introduced by the roll. Without considering 
this compromise in detail, we shift the imaging time by 0.1 seconds. The 
resulting image is shown in Figure 5.126. We  should analyze the responses 
and determine actual scatterer positions for both images, the one with 
zero roll Doppler of Figure 5.125 and the image with a roll Doppler, 
Figure 5.126. However, by selecting a response peak in Figure 5.125 
and measuring the crossrange shift of the peak in the same range gate in 
Figure 5.126, we already have a good estimate of the height of the peak above 
an unknown point. Had the translational yaw of the ship been removed 
by the compensation of the range drift, the heights would be referenced to 
the roll axis. The location of Crossrange Gate O in the topview image of 
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Figure 5.126 

Figure 5.1 

Crossrange (gates) 

Image from 64.25 to 64.45 seconds. 

25 shows that a translational yaw motion remains in the data. If 
the translational yaw residual changes between the two images, the roll axis 
will shift Doppler position. In most cases, this shift is likely to be negligible. 

The measurement of a scaled height above the roll axis is nearly equiva- 
lent to that of a scaled height above the deck. Roll gives Doppler shifts pro- 
portional to height above the plane of the line of sight and the roll axis. Pitch 
gives Doppler shifts proportional to height above the plane of the line of 
sight and the pitch axis. Stability considerations dictate that the pitch and 
roll axes be at essentially the same height below the deck. The typically small 
roll and pitch motions of ships then make the planes for the two types 
of motion nearly coincident. The most significant effect of the difference 
between them is that, rather than position along the ship's width contribut- 
ing to the height as for roll, position along its length does for pitch. The 
shape of a ship implies that, for equal roll and pitch angles, the width con- 
tributes much less than the length. If necessary, we can correct for Doppler 
shifts due to length by measuring their effect in the shift of the baseline of the 
images used to interpolate the zero-pitch time. 
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We can reference the scaled height to the deck by either recognizing the 
centerline in both images and measuring a scatterer's height by the change in 
its separation from the centerline, or by recognizing a set of scatterers with 
the same height that are spread throughout the range extent of the target, and 
subtracting this height from the measured values. The described measure- 
ment procedure yields the three-dimensional distribution of the scatterers, 

except that it does not give absolute heights but only relative heights. Errors 
due to rotational yaw can be estimated from Figure 5.42. The change in the 
yaw, scaled to the full length of the ship, is about 1 Hz from image to image. 
This corresponds to 0.2 crossrange gates, which can be scaled appropriately 
with range. Although the entire measurement procedure could clearly be 
refined, there does not appear to be a payoff in achieving the highest meas- 
urement accuracy in this application. 

5.3.4 Section Summary 

The primary problem of determining length and width, but particularly 
length, is to distinguish between real responses from the ship and spurious 
responses generated by the ocean surface or by scatterers with peculiarly 
behaving phase centers (by requiring transforms of fixed-range image cuts to 
show good one- or two-scatterer patterns). We first select an image response 
that undoubtedly is genuine, because of strength and location, and is as close 
to the bow as possible. We then compensate this response and examine 
responses closer to the bow, imaging over longer times to obtain an integra- 
tion gain. We iterate until we no longer find genuine responses closer to the 
bow. We  repeat the same process for the stern. 

We  define the centerline of the ship to pass through the center of the 
stern responses and be parallel to the side of the ship. If the side is poorly 
defined, we instead require the centerline to pass through the bow response. 
We obtain the crossrange scale from tracking information or by taking the 
stern and side to be perpendicular. 

The shape of the deck and the distribution of strong scatterers along 
the length of the ship are two special features that help discriminate different 
types of ship. 

The scaled height of scatterers above the deck can be determined by 
generating an image at a time of zero roll, then shifting the imaging time 
slightly, so that the roll motion shifts the scatterers in crossrange, but not sig- 
nificantly in range. The differential crossrange shift of the responses gives 
their scaled heights. 
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5.4 Processing Steps for Ship Identification/Classification 

We summarize the processing steps required to arrive at ship identifica- 
tion/classification, at the same time pointing out where (known) improved 
measurement algorithms should be integrated into the identification soft- 
ware. This summary section should be of use for the reader more than casu- 
ally interested in ship identification. 

5.4.1 Step 1: Analysis of the Ship's Motion 

After data have been collected over some observation interval, the processor 
analyzes the ship's motion in order to select one or more imaging intervals. 

To measure the yaw Doppler function, the processor chooses one 
scatterer as close to the bow as possible and another scatterer close to the 
stern, with as small a height difference as possible. The height determina- 
tion is based on a crude short-term image without any motion compensa- 
tion other than removal of the range drift. One scatterer is motion - 

compensated by first range-tracking and then Doppler-tracking, and the 
compensation is applied to the data. The first scatterer thus becomes a 
stationary reference scatterer. In the compensated data, the processor com- 
pensates the second scatterer, again by first tracking in range and then in - 

Doppler. The range compensation of the second scatterer is converted to 
Doppler and added to the Doppler compensation. The result is approxi- 
mately the yaw Doppler of the ship. It is exactly the yaw Doppler if both 
scatterers have the same height. 

To measure the roll Doppler function, the processor chooses two scat- 
terers as close together on the deck as possible, but with different heights. 
The selection is based on a crude short-term image with significant roll 
effects. If the ship does not roll, a crude image based on yaw (topview image) 
is used. If the selected pair of scatterers does not produce a well-defined roll 
Doppler function, one of the scatterers of the pair is exchanged for a new 
one. If necessary, the process is iterated until the roll Doppler is measurable. 
Otherwise, the roll Doppler is measured in the same way as the yaw Doppler, 
by first tracking one scatterer, then compensating the data, and deriving 
the compensation function for the second scatterer. This results in the 
approximate roll Doppler function, if the scatterers are separated along the 
length of the ship by a small percentage of the distance between the bow 
and stern. 

With the alternative method, one of the scatterers on the superstruc- 
ture can be replaced by a virtual scatterer, derived by interpolating the 
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compensations of bow and stern scatterers. The measured yaw and roll Dop- 
plers are more accurate with this procedure, because the virtual scatterer can 
usually be placed in a more favorable deck position than a real trackable 
scatterer. 

With real data, there will be small errors in the zero crossings of yaw 
and roll Dopplers, causing the deck line of a sea-level-view image not to be 
oriented parallel to the range axis, and the superstructure in topview images 
not to be centered along the width of the ship. One can correct the errors in 
the yaw and roll Doppler measurement in one of two ways. One approach 
(not pursued here) is to use a roll image to determine the height differences 
of the scatterers used for the yaw measurement, and to use any image to 
determine the differences along the length of the ship for the scatterers used 
in the roll Doppler measurements, then use the measured yaw and roll Dop- 
pler functions in an iterative procedure for reducing the errors. This is com- 
plicated. It is simpler to estimate the exact times of zero yaw Doppler or zero 
roll Doppler by interpolation. The processor forms a sea-level-view image 
slightly before and slightly after the estimated time of zero yaw Doppler, and 
from the degree of shearing and spreading introduced by the residual yaw 
interpolates the exact time. Similarly, the processor forms a topview image 
slightly before and after the time of zero roll, and extrapolates the exact time 
from the roll shifts of scatterers on the superstructure. 

For our demonstrations of imaging, we have used only the simplest 
range tracking procedure, which is to follow peaks of the intensity range pro- 
file. In some cases this does not allow tracking four scatterers, and the modi- 
fied method for three scatterers was used. For an operational system, we must 
incorporate both of the improved tracking procedures demonstrated sepa- 
rately. A first improvement is to analyze each peak of the complex range pro- 
file to determine actual scatterer positions, and then to track the scatterer 
positions rather than the response peaks. A further improvement for difficult 
tracking situations is to track scatterers in combined range and Doppler, 
rather than first in range and then in Doppler. 

5.4.2 Step 2: Selection of Imaging Time and Duration 

Topview images must be formed at times when the rotation of the super- 
structure (by roll or pitch) is absent, which are the times at which the meas- 
ured "roll" Doppler (which can include a pitch component) is zero. 
Sea-level-view images must be formed at times at which the rotation of the 
deck is absent, which are the times at which the measured "yaw" Doppler 
(which can include a pitch component) is zero. At these times the images are 
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least distorted and most easily interpreted, and they contain the least and 
weakest spurious responses. 

To find these imaging times, the processor scans the measured yaw and 
roll Doppler functions to find the times of zero yaw Doppler and the times 
of zero roll Doppler. The processor determines how strong the roll Doppler 
is at the times of zero yaw Doppler. The processor measures the strength of 
the yaw Doppler at the times of zero roll Doppler. For imaging, it selects 
the best combination, meaning that the roll Doppler should be as strong as 
possible when the yaw Doppler is zero, and vice versa. To choose among 
the possible imaging times, the processor also measures the smoothness and 
width of the curve of the Doppler to be used for imaging, again selecting 
the most favorable case. The processor also determines the smoothness of the 
ship motion at potential imaging times by examining the phase functions of 
the transforms of compensated scatterers. 

Topview images are of primary interest. They ate used primarily to 
determine the shape of the deck, length and width of the ship, and the deck 
positions of the dominant scatterers of the superstructure. Aside from their 
need as a guide to processing, sea-level-view images can be directly utilized 
when the aspect angle of the ship is either small or close to broadside. In the 
first case one obtains a true radar version of a sideview of the ship, and in 
the other a frontview or rearview. For aspect angles between small and large, 
a sea-level-view image by itself gives only a general indication of the shape 
and location of the superstructure. For a better definition of the superstruc- 
ture, the responses of topview and sea-level-view images must be associated 
(deghosting) by starting from a topview image and then shifting the imaging 
time so that roll effects become measurable. This allows one to derive the 
three-dimensional arrangement of the dominant responses of the superstruc- 
ture, but without true height scale. The latter can be approximately esti- 
mated from the length of the ship. In all cases, the imaging interval is selected 
so as to give a sufficient number of crossrange cells on the ship, but not more 
than necessary. This is judged by forming images over progressively longer 
intervals, all uncompensated other than by removal of the range drift. 

5.4.3 Step 3: Motion Compensation 

There will generally be no need for a motion compensation beyond removal 
of the overall range drift, because of the relatively large aspect angle changes 
due to yaw and roll. The processor must test for range gate wander and, 
if necessary, use polar reformatting; but this is different from the ordinary 
motion compensation whose purpose is to ensure that all scatterers move 
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with constant Doppler over the imaging time. The situation with ships is 
that at those times when a motion compensation is needed the image quality 
will be poor even with a perfect motion compensation, because of spurious 
responses. At those times where good image quality is obtainable, no motion 
compensation is ordinarily needed. 

5.4.4 Step 4: Identification/Classification 

Identification is possible only if good photographs and diagrams of the ships 
to be identified are available. When this is not the case, one can only perform 
classification. 

For identification and classification, one measures special features such 
as length and width of the ship, the distributions of the scatterers on the 
deck, and the distribution of the scatterers in height (not to scale). The dif- 
ference between identification and classification is that the measurements 
can be less accurate for classification, and the positional match for the scatter- 
ers will be less detailed. For example, if detailed diagrams and photographs of 
a particular ship are not available, one cannot determine which scatterers 
define the radar-observable ends of the ship, and thus the length measure- 
ment must necessarily be inaccurate. 





Analyzing Missiles, Rockets, and 
Satellites 

This chapter treats the application of complex-image analysis methods to the 
analysis of targets that spin or tumble about some axis, generally analyzed 
by sliding-window Doppler (SWD) processing. This advanced type of signal 
processing is more sophisticated and computer intensive than conventional 
SWD processing, but it also gives significantly better performance. Whereas 
Section 6.1 is of general interest, the remaining sections of the chapter are of 
interest primarily to those engaged in the analysis of spinning and tumbling 
objects. 

6.1 Overview 

Although aircraft, ground vehicles, and ships behave rather differently from 
the point of view of radar signal processing, they have one important point in 
common: As long as these targets can be considered rigid, scatterers in close 
proximity to each other have very nearly the same motions at a given time. 
This allows us to perform a motion compensation that is valid for the entire 
target and leads to an image in which all responses are properly compressed. 
In the case of a strongly flexing or vibrating gound vehicle this is not so, but 
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then we choose to forgo any attempt at measuring the crossrange positions of 
the scatterers to useful accuracy. 

There is another group of targets that behave similarly with respect 
to radar signal processing, yet very differently from aircraft, ground vehicles, 
and ships. These targets are missiles, rockets, artillery projectiles, and satel- 
lites. Even though all scatterers on a spinning or tumbling target have the 
same periodic motion, the phasing as seen by the radar is different. Hence, 
at a given time, the Doppler variations of the scatterers are different. If we 
motion compensate a specific scatterer, its response will be properly com- 
pressed. However, the responses from most of the other scatterers will be 
smeared. No single motion compensation that willgenerate an image in which 
all scatterer responses are compressed. Such targets require a modified form of 
the signal processing treated in the preceding chapters. We will demonstrate 
the application of complex-image analysis to the new class of targets, but will 
not consider target identification. 

If a target spins, the Doppler of a scatterer off the spin axis varies sinu- 
soidally. As long as a range resolution cell contains only one scatterer, we can 
measure the sinusoidally changing phase of the return signal and use this 
phase function to compensate the scatterer so that it becomes stationary. The 
compressed scatterer response can be utilized to extract the scatterer's posi- 
tion and characteristics in the same way as discussed in the preceding chap- 
ters. The phasing of the sinusoidal Doppler gives the position of the scatterer 
along the circumference of the target, and the scatterer's range is obtained 
from the range of the peak of the response. As a detail, most of the scatterers 
on a spinning target will be shadowed over part of the spin period, so that the 
available coherent processing time is limited. 

Problems arise when a range cell contains more than one scatterer, 
which happens under many practical conditions. The Dopplers of the scat- 
terers in the same range cell all vary sinusoidally but, depending on the loca- 
tions of these scatterers along the circumference of the spinning target, the 
phasing of the sinusoids is different. Hence, at a given time the Dopplers of 
the multiple scatterers in the same range cell vary differently. This problem- 
atic situation led to the development and wide use of SWD processing. In a 
given range cell, one takes the Fourier transform of the signal over some win- 
dow, but with a duration so short that the Doppler variation of a scatterer 
within the window is not so large that the corresponding response is smeared 
to an unacceptable degree. This processing window is shifted in steps, so that 
one obtains the Doppler of the scatterer as a function of time; that is, one 
generates the Doppler history of the scatterer. 
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In practice, SWD processing often does not produce the desired 
results. In many applications, the extent of a target within a given range cell 
is not so large that adequate Doppler resolution is achieved when the trans- 
form window is made short enough to avoid smearing of the responses. Thus - 
there typically exists a severe Doppler resolution problem. The situation is aggra- 
vated by the fact that, as has been conventional, only the intensity output of 
the processor is utilized. The resulting degradation of resolution by a factor 
of two is particularly detrimental with SWD processing. It is fair to state that 
conventional SWD processing in many cases does not give the desired per- 
formance. What may appear to be rough Doppler histories of scatterers 
often are interference patterns. One significant improvement would be to - 
present the measured Doppler positions of the scatterers instead of the posi- 
tions of the intensity peaks, but resolution is still improved by only a factor 
of two. 

As in other applications in which the resolution performance obtained 
by FFT processing is less than desired, this is a field where superresolution 
methods have been applied. Simple spinning targets do not have scatterers as 
complicated as is generally the case for aircraft, ground vehicles, and ships, 
but often some of the important scatterers are sufficiently different from 
point scatterers to make the applicability of superresolution methods ques- 
tionable. The Doppler histories obtained with superresolution methods gen- 
erally have sharper spikes (to a large extent because the phase is not 
discarded), but the Dopplers of these spikes may not approximate the Dop- 
plers of the actual scatterers sufficiently well. This becomes worse when the 
superresolution technique is designed to recover more than the factor of two 
lost by discarding the phase information. 

To  show how the methods of complex-image analysis can be adapted 
to SWD processing, we first consider the analysis of the image of, say, an air- 
craft. Since this analysis is done for each of the range gates of the image, we 
might as well restrict ourselves to the analysis of a single range gate. In order 
to fully utilize the inherent resolution capability of radar, we want to analyze 
the amplitude and phase functions of the return within the range gate. How- 
ever, (with the TSA) we can analyze such a return only if it comes from at 
most two scatterers. This forces us to start with the image cut, and choose 
windows about responses in such a fashion that a Fourier transform yields 
amplitude and phase functions that have the patterns of responses from 
either a single scatterer or two scatterers. The process is repeated until all 
responses within the range gate have been analyzed. The important point is 
that the analysis of the amplitudelphase pattern is preceded by the Doppler 
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filtering implied when we use a transform window on a response to generate 
the amplitudelphase pattern. 

Now, consider the same processing for a spinning target, with a range 
cell containing more than one scatterer. The best a motion compensation can 
do is to compress the response from one of the scatterers, which smears the 
responses from the other scatterers in the range gate because the timing 
of their spin (tumbling) Dopplers is different. In order to analyze all the 
responses within the range gate, we must motion compensate one of the scatter- 
err and then subtract its compressed response fiom the signal, then motion com- 
pensate the next scatterer and subtract its compressed response, and iterate 
the process until all scatterers have been analyzed. 

This type of processing requires that we be able to place transform win- 
dows on the responses in the range gate in such a way that one or at most two 
scatterers dominate in the resulting transform. Then it is possible to measure 
the phase function of a scatterer, as needed for the motion compensation 
(treated extensively in the earlier chapters). Also, every time we subtract a 
compressed response, we remove the parts of the other smeared responses 
that overlap with the compressed response. The described iteration thus will 
work only up to some point. The number of iteration steps that can be suc- 
cessfully carried out will depend on the particular circumstances for a given 
range gate. Note, however, that the results will show whether or not a specific 
iteration has been successful. 

In principle, this type of processing can also be carried out for flexing 
and vibrating ground vehicles. In practice, two factors make the approach 
less interesting for ground vehicles than for spinning and tumbling objects. 
First, the flexinglvibration motions of scatterers on ground vehicles generally 
are much more erratic than a smooth spinning motion, so that consecutively 
compressing different scatterer responses is much more ~roblematic. Second, 
even if we successfully compress a response from a vibrating scatterer, the 
vibration motion is generally so complicated that deriving the correct cross- 
range position of the scatterer is impossible. This is far different from the 
smooth periodic motion of a spinning or tumbling object, and for this reason 
we have not considered the approach for moving ground vehicles. 

Instead of demonstrating the adaptation of the complex-image analysis 
methods to a spinning target, we will demonstrate it in a more varied appli- 
cation involving the slow reorientation of an attitude-stabilized rocket, when 
SWD processing does not work satisfactorily. Such a target may be consid- 
ered to have an instantaneous tumbling motion. To make the problem more 
difficult, the entire rocket is within a single range cell, so that the resolution 
of individual scatterers depends entirely on Doppler resolution. The purpose 
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is to show how standard SWD processing can be replaced by more effective 
methods when necessary. 

6.1.1 Section Summary 

In contrast to the targets considered in the preceding chapters, the Dopplers 
of the scatterers on spinning or tumbling targets vary sinusoidally, with dif- 
ferent phasings. Thus, if one scatterer is motion compensated, the responses 
of the others will be grossly smeared and interfere with the measurements on 
the compensated scatterer. 

The signal processing used with targets of this type has conventionally 
been SWD processing with only the intensity output utilized. The corre- 
sponding loss in resolution is typically unacceptable. Performance can be 
much improved by using the methods of the complex-image analysis to 
measure the behavior (and characteristics) of the scatterers in the same range 
cell. This requires that we iteratively compensate scatterers and subtract their 
compressed responses from the signal. 

6.2 Basic Approach to Enhanced Sliding-Window 
Doppler Processing 

This section extends the earlier phase-processing procedures to the case of 
spinning, tumbling, or rotating targets, whose scatterers have differently 
changing Dopplers at any given time. After we remove the translational 
motion of the entire target, we directly analyze the return signal in each range 
gate. In each gate, we process time intervals when a scatterer is dominant. 
This scatterer is motion compensatedto compress its vespense, ehich is then 
removed so that another scatterer becomes dominant. The iteration is carried 
on as long as it gives verifiable meaningful results. The sequence of process- 
ing steps is given in the flowchart of Figure 6.1. This section presents the 
rationale for the sequence, as well as more explanation than contained in the 
figure. Sections 6.3,6.4, and 6.5 illustrate the processing in detail. 

Both the times and durations of the signal sections chosen for the 
analysis (Steps A, B, and C of Figure 6.1) are critical. The motion about the 
center of gravity smears the responses, and the degree of smearing generally 
increases with the duration of the section selected for analysis. If the section 
is chosen too long, adjacent smeared responses will overlap so much that 
none can be selected (windowed) for analysis. If the section is too short, adja- 
cent responses will overlap because of inadequate Doppler resolution, so 
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Figure 6.1 Enhanced SWD processing. 
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Notch outthe dominant response and separately 
analyze each resulting response group 

again they cannot be analyzed. Also, with spinning or tumbling targets, spe- 
cific scatterers may become shadowed and reappear at certain times. This 
means that, in addition to the duration of the section to be analyzed, we also 
must select the appropriate timing. 

No detailed theory of the choice of the optimum length of the signal 
section to be analyzed (Step C) is worth deriving. The interval must be cho- 
sen by adaptive processing: One takes transforms over successively longer 
intervals and investigates the degree of overlap of adjacent responses in each 
transform. There will be a minimum length of the signal section for which 

(GI 
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Doppler resolution becomes !good enough to eliminate a significant overlap 
between the responses to be analyzed. The interval can then be lengthened 
until the smearing of the responses (because of the absence of a motion com- 
pensation) again causes adjacent responses to overlap. We want to analyze 
the longest signal section for which, in the transform, a si'n$cant overlap of 
adjacent responses can be avoided by proper choice of the duration of the sec- 
tion. In the same manner as we select for analysis individual responses in 
a cut through an aircraft image, we must do this now even though many of 
the responses will be smeared. By systematically examining different Doppler 
intervals in the transform of the signal section, we select a smeared response 
or a group of smeared responses for analysis (Step E), and transform 
back into the signal domain in order to analyze the amplitudelphase pattern 
(Step F). The only difference compared with what is done for aircraft, 
ground vehicles, and ships is that the responses we transform are smeared 
rather than sharply compressed, and thus the signal section (comparable to 
the imaging interval) must be adaptively selected. 

In order to proceed after selecting a smeared response, we must motion 
compensate a scatterer in this group (Step F), but this may pose a problem 
when no single scatterer is dominant over the selected signal section. As we 
illustrate later, the criterion for choosing the appropriate processing interval 
for resolving individual scatterer responses within a group is whether the 
responses have the characteristics of true scatterer responses rather than the 
characteristics of peaks of an interference pattern. In other words, the TSA 
must produce acceptable amplitudelphase patterns, allowing for phase dis- 
tortions due to uncompensated motion. 

It frequently happens that a single scatterer is dominant in a group of 
scatterers moving along roughly similar Doppler histories. By the term 
"dominant" we do not imply that a particular scatterer must be much 
stronger than all other scatterers. All we require is that the phase of the com- 
posite signal be governed by that of the dominant scatterer, at least at specific 
times at which the interference by the other scatterers happens to be low. In 
this case we can use the phase-slope measurement algorithm for deriving the 
phase of the dominant scatterer, so that it may be motion compensated. The 
compensation of the dominant scatterer compresses its response, for suppres- 
sion by filtering (Step G). Transforming the resulting residual response (or 
part of it), we obtain the time signal minus the contribution from the domi- 
nant scatterer. Another scatterer may now be dominant, and we can perform 
the same measurements, compensation, and suppression. This process can be 
iterated as long as a dominant scatterer governs the return, at least to the 
degree that it can be tracked via phase-slope measurements. 
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If done incorrectly, this type of iterative processing could be misleading 
and give totally wrong results, because instead of dealing with dominant scat- 
terer responses we might be dealing with accidentally strong peaks of an 
interference pattern. For this reason, we must verEfj that true stutterer 
responses have been obtained at each of the processing steps. In other words, 
instead of assuming (in Step F) that we have compensated a dominant scat- 
terer sufficiently well, we must check whether its focused response has the 
characteristic of a single-scatterer response: its transform has an essentially 
constant amplitude function. This check is performed on each newly com- 
pensated dominant scatterer in the iteration process. Whenever the result 
fails the check, we must return to the previous stage where it did not fail. 
This is the last valid iteration. 

Suppose we view a portion of a signal where a single scatterer is strongly 
dominant. This means that the signal amplitude function is nearly constant, 
showing at most a weak modulation introduced by other scatterets. The 
phase function will also show similarly weak modulation (the timing syn- 
chronized with that of the amplitude modulation) and it will generally be 
curved, because the Doppler of the scatterer is changing. The phase function 
thus may appear as a smooth curve with a few high-frequency wiggles super- 
posed. In this case we can fit a spline that is flexible enough to follow the 
smooth curve but not so flexible that it follows the high-frequency wiggles. 
This is possible, of course, only if the processing interval contains some mini- 
mum number of these wiggles, perhaps four or five. Such conditions can 
usually be obtained with an appropriate choice of the processing interval; 
if they cannot, then some degradation in measurement performance is 
inevitable. 

In those cases where a scatterer is not strongly dominant, the magni- 
tudes of the amplitude and phase modulations introduced by secondary scat- 
terers will be larger. At some point the phase modulation may become so 
large that fitting a smooth curve to the underlying variation of the (weakly) 
dominant scatterer will entail significant errors, which means that the 
response of the dominant scatterer will be incompletely compressed. It will 
probably also have unacceptably large sidelobes. It can readily happen that 
the compression of the response is so poor that we cannot continue with the 
iterative processing. Thus we need a different type of compensation when no 
single scatterer is strongly dominant. 

The objectionable phase modulation from other scatterers is correlated 
with the amplitude modulation. Under some conditions, this allows us to 
remove the phase jumps and then fit a spline to the smoothly curved phase 
function of the weakly dominant scatterer. However, our experience has 
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shown that in practice the removal of the phase jumps involves errors that 
tend to generate a detrimental background for the responses. For this reason 
we have developed the alternative compensation method, variously discussed 
and demonstrated earlier, whereby we fit only to the slopes of the phase func- 
tion when the scatterer to be compensated happens to be dominant (phase- 
slope tracking). We  show in the following sections that this type of phase- 
slope compensation gives much better results than the removal of the phase 
jumps. 

The difficult task of the phase-slope compensation method is to define 
the intervals when the phase slope is dominated by the same scatterer. If we 
misidentify some of these intervals, then phase distortions will be introduced 
that smear the responses and generate high crossrange sidelobes, the latter 
usually being the worse problem. If the distortions are too large, the 
responses will fail our test for true characteristics of scatterer responses. In 
a complicated situation we may fail to track a scatterer, but we should not 
track peaks of an interference pattern and assume that they represent true 
scatterer responses. We  must always verify the accuracy of the track, as 
explained above. 

6.2.1 Section Summary 

The general procedure is to remove the range drift of the target, select a sec- 
tion of the return signal, track the dominant scatterer in phase, motion com- 
pensate, and remove the compressed scatterer response by Doppler filtering. 
The smeared responses of the other scatterers in the same range gate remain. 
This represents a signal in which a new scatterer is likely to be dominant, so 
that the processing can be iterated until no scatterer is trackable after sup- 
pression of the compressed response of the tracked scatterer. 

This type of analysis can be performed only if the amplitudelphase pat- 
tern of the signal is interpretable; that is, if it comes from either one or two 
significant scatterers. T o  accomplish this, we must generally take the trans- 
form of the signal and select a suitable part of the spectrum so that its inverse 
transform gives an admissible amplitudelphase pattern. 

The length of the signal section to be transformed must be chosen as 
a best compromise between Doppler resolution and the response smearing 
caused by the lack of a motion compensation (other than removal of the 
range drift). The appropriate length of the signal is found by iteration. 

The criterion of success at every processing stage is whether the 
responses are analpable with the TSA. In a given situation we may not 
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obtain all desired results, but we will not obtain false results if the checks are 
applied. 

6.3 Analysis of an Attitude Maneuver 

In this section we demonstrate in considerable detail the type of analysis dis- 
cussed in Section 6.2, because it is more intricate than the analysis of returns 
from aircraft, ground vehicles, or ships. The section should be of interest to 
those who want to improve SWD processing. For this demonstration, we use 
data that cannot be properly analyzed with conventional SWD processing 
because the rotation of the target is too slow: data from a sounding rocket 
when it changes its attitude. - 

In Figure 6.2 we show the conventional Doppler history plot around 
the time the rocket reorients. Those intervals we analyze in more detail are 
labeled on the right side of the plot. For about the first 10 seconds, when 
only a single response is visible, we have smooth flight before the start 
of the maneuver. The amplitude of the response is highly clipped prior to 
the maneuver. The Doppler history of the response before the start of the 
maneuver illustrates the problems with conventional SWD processing. The 
processor forms a series of Doppler spectra, and then tracks the main peak. 
The Doppler track is converted to phase, which is subtracted from the data 
on a pulse-by-pulse basis. One problem is that Doppler measurements 
involve processing over some time window, so that Doppler tracking 
involves smoothing. The more serious problem comes from the choice of the - 

flexibility and the spacing of breakpoints of the spline function fitted to the 
Doppler track. If the spline function is too rigid, it will only incompletely 
take out the Doppler wander of the dominant scatterer. If the spline function 
is too flexible, it will follow the disturbances in the Doppler track introduced 
by interfering scatterers. In the limiting case of too much flexibility, all varia- 
tions of the phase function are removed, so that a noncoherent signal of low - 
utility is generated. The capability of tracking individual scatterers is lost. 
The remedy is to track the phase function directly, which allows one to select 
a spline function that follows the phase of the dominant scatterer without 
being affected by the phase variations introduced by other scatterers. This 
is to say that one must use the phase-tracking procedures discussed in 
Chapter 2. 

After the start of the maneuver at about 442 seconds, the poorly devel- 
oped Doppler histories of Figure 6.2 provide only some generalund&stand- 
ing of what happens. When the Doppler of a scatterer changes rapidly, 
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Figure 6.2 SWD plot of the sounding rocket performing an  attitude maneuver. 

Doppler processing smears the responses in a way that tends to generate 
short, vertically oriented "Doppler histories." These are so similar to real 
Doppler histories of other scatterers that it often is impossible to decide 
whether one observes additional Doppler histories or just the consequences 
of Doppler processing on scatterers whose Dopplers are not constant. A 
Doppler history plot of the type shown in Figure 6.2 generally does not allow 
tracking of individual Doppler histories. The problem cannot be overcome 
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by judiciously choosing the length of the processing window, because of the 
conflict between response smearing when the window is too large, and inade- 
quate Doppler resolution when it is too short. 

In Figure 6.3 we show the amplitude and phase data from 440 to 
450 seconds, where about the first two seconds represent stable flight. For a 
better understanding of the phase function during the stable part of the 
flight, in Figure 6.4 we show just the first two seconds on an expanded scale. 
For this strong signal there is a slight (equipment) problem with amplitude 
clipping, but this is of no interest here. Figure 6.4 is interpreted as follows. 
The fact that there are no deep amplitude minima implies that one scatterer 
is dominant, so that the phase function describes the motion of that scatterer. 
The instantaneous Doppler of the scatterer is given by the phase slope at the 
time of interest, but we must smoothly fit through the phase variations asso- 
ciated with the amplitude modulation; both are introduced by a secondary 
scatterer. To make the dominant scatterer stationary, we fit a polynomial 
to the phase function, with the flexibility chosen so that it can follow the 
roughly quadratic trend but not the high-frequency variations. If there is rea- 
son to present the results in the form of a Doppler history, the stationarity of 
the dominant scatterer after the phase compensation means that its Doppler 

Figure 6.3 Data segment from 440 to  450 seconds. 
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Figure 6.4 Data segment from 440 to 442 seconds. 

history will be aligned along the zero Doppler line, not meander as in 
Figure 6.2. 

The simple characteristics of the modulation seen in the amplitude and 
phase function already indicate that, having motion compensated the domi- 
nant scatterer, we can perform measurements on the secondary scatterer. The 
response of the motion compensated scatterer will be sharply compressed, so 
that it can be suppressed by Doppler filtering The secondary scatterer then 
dominates in the remaining signal, in which it has now become the domi- 
nant scatterer. Thus we can perform measurements on it. It is too simple to 
justify a demonstration. 

In accordance with Step D, we move on to the analysis of the data sec- 
tion after the smooth motion. Figure 6.5 shows that the next data section, 
from 442.0 to 443.1 seconds, is more interesting. This interval was chosen 
for the purposes of illustration. As we explain below, this arbitrary choice 
does not affect the processing of the data. The first tenth of a second covers 
the end of the stable flight. For the rest of the interval we see a strong ampli- 
tude modulation, indicative of the fact that the single scatterer previously so 
strongly dominant (the base of the rocket) has become much less dominant. 
The amplitude modulation essentially disappears in the interval from 442.82 
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Figure 6.5 Data segment from 442.0 to  443.1 seconds. 

to 443.00 seconds, which means that the secondary scatterer has become too 
weak to interfere. As the phase is close to linear, the transform of this interval 
of the amplitudelphase data would give a single strong response, and its peak 
position would be the true Doppler of the scatterer. 

We have placed solid vertical lines in Figure 6.5 at the times when the 
(smoothed) amplitude is at a peak. The spacing of these crosshairs indicates 
that the modulation interval at first decreases and then increases. This means 
that the interfering scatterer has a smoothly increasing and then decreasing 
Doppler, which is typical for this type of application. Thus we can motion 
compensate either the dominant or the secondary scatterer, but not both 
with one compensation. The situation is similar to that of a ground vehicle 
with flexing or vibration, except that in the present case the motions are 
smoother and better defined. 

To analyze the target, we must first compensate the stronger scatterer 
and measure its Doppler and strength. Since the response of the dominant 
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scatterer is sharply compressed after motion compensation, we can suppress 
it by Doppler filtering. Another scatterer will be dominant in the remaining 
signal, even though it may not be as strongly dominant. We can measure 
its phase function, perhaps by the phase-slope method if the scatterer is not 
strongly dominant, and via motion compensation compress the response of 
the second scatterer. Its Doppler and strength can now be measured. The 
compressed response can again be removed by Doppler filtering, so perhaps 
another scatterer becomes dominant. The process can be iterated until it 
stops working, which can be recognized from the fact that the compression 
of a response no longer works. This type of processing can be successfully 
done until the time of 442.82 seconds, a time at which the contributions 
from other scatterers become too weak for measuring more than the domi- 
nant scatterer. 

In terms of Figure 6.1, Step A would begin with an interval extending 
over one period of the strong modulation, from 442.0 seconds to 442.12 sec- 
onds. The transform of this is a single response. Increasing the duration of 
the interval (Step B) improves Doppler resolution of the interfering 
responses, until 442.82 seconds. An FFT of this interval resolves the smeared 
dominant and secondary scatterers to a large degree, but not entirely. Beyond 
this time, extending the interval widens the response of the dominant scat- 
terer (because it is not compensated) and leaves the secondary unaffected. 
The optimal interval (Step C) is the one that best resolves the responses, 
442.0 to 442.82 seconds. We next (Step E) must choose the Doppler interval 
whose transform gives the best one-scatterer or two-scatterer interference 
pattern, allowing for uncompensated motion. Because the smeared domi- 
nant and secondary scatterers are not yet entirely resolved, the transform of 
a window about either response does not give a constant amplitude. The 
transform over a window about both responses, however, gives a good two- 
scatterer pattern, insignificantly different from that of Figure 6.5 between 
442.0 and 442.82 seconds. For the sake of brevity, we track the dominant 
scatterer (Step F) in Figure 6.5 directly. 

With the relatively strong amplitude modulation of Figure 6.5, we can- 
not phase track the dominant scatterer but must instead use phase-slope 
tracking. The crosshairs mark the times at which the (smoothed) phase slope 
must be measured, so that a spline can be fitted to the succession of phase 
slopes. A cruder approach suggested by the sharp phase jumps in Figure 6.5 
is to remove the phase jumps occurring at the times of the amplitude min- 
ima, and then fit a polynomial to the phase function directly. As already indi- 
cated earlier, we have generally not been successful with this procedure - 
because errors in the measured size of the phase jumps translate into Doppler 
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sidelobes, and these are particularly critical if one attempts to iterate the 
procedure. 

As mentioned in Chapter 2, the specific phase-slope tracking procedure 
we have implemented contains the inaccuracy of assuming that the phase 
slope as measured at the times of the amplitude maxima is not affected at all 
by the weaker scatterer. This approximation is acceptable when the ampli- 
tude modulation is weak (relatively high amplitude minima), and when 
measurements are performed without iteration. In the present instance the 
amplitude modulation is rather strong, and we want to use an iterative proce- 
dure. Thus we should measure the changing amplitude modulation index 
and include a correction of the measured phase slope. The need for such a 
correction can be verified by examining the phase slopes at the times of the 
downward-pointing arrows. In the interval around 442.9 seconds, where the 
second scatterer is much weaker (no deep amplitude minimum), the phase 
slope gives the Doppler of the main scatterer. On the other hand, in the pre- 
ceding interval, at about 442.8 seconds, the phase slope is rather different. If 
the phase slope were due to the main scatterer, the slope would have to 
change very quickly, which it cannot do under the present circumstances. 
However, note that the amplitude modulation around 442.8 seconds is very 
strong, so that neglecting the consequences of the secondary scatterer on the 
phase slope evidently is not permissible. This type of application poses 
increased demands on phase-slope tracking so that the algorithm should 
include the correction discussed above. 

The points concerning the inaccuracies in the phase-slope measure- 
ment and the Doppler sidelobes generated by errors in the measurement of 
the size of phase jumps apply for routine or automated analysis of targets 
with this type of motion behavior. However, our present purpose is the illus- 
tration of the techniques, so that we simply remove the phase jumps before 
fitting The corresponding results on the basis of phase-slope tracking are 
given in Appendix G. We perform the processing between 442.0 seconds 
and the time of "disappearance" of the second scatterer, at 442.82 seconds. If 
the phase jumps are not removed accurately, which is usually the case, the 
resulting phase discontinuities limit the achievable number of iterations for 
analyzing progressively weaker scatterers. 

The data after removal of the phase jumps and the linear trend of the 
resulting phase are shown in Figure 6.6 (note the change in phase scale com- 
pared with Figure 6.5). The residual slow modulation of the phase function 
of almost 0.3 cycles would seriously smear the responses in the transform 
domain. We fit a spline function to the slow modulation of the phase in 
Figure 6.6, and use it to correct the original phase function, which is the 
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Figure 6.6 Data segment after removal of phase jumps and linear trend 

phase function before removing the phase jumps (Step F). The result is 
shown in Figure 6.7. This is an amplitude/phase pattern as used with the 
TSA to determine the Dopplers of the scatterers, except that it is shown over 
many modulation cycles rather than only a single cycle, and the modulation 
period changes. This means that the observation time is much longer than 
needed to resolve the two main scatterers (if proper resolution were feasible 
when the Dopplers are not constant). One immaterial difference is the high- 
frequency modulation superposed on amplitude and phase, which can be 
readily removed by taking a transform, placing a transform window that 
excludes the high frequencies, and transforming back. 

The important difference relative to the situation with aircraft and 
similar targets is that the duration of the modulation cycle changes with 
time. This is the consequence of the changing differential Doppler between 
the two scatterers. However, because the change is small over one cycle, we 
can measure the instantaneous Dopplers of the two scatterers, one cycle at 
a time. It is merely a question of pinpointing a changing Doppler precisely 
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Figure 6.7 Data in Figure 6.5 after phase correction. 

in time. When we measure the changing Doppler from the change in the 
modulation cycles over the time interval displayed in Figure 6.7, we obtain 
the Doppler histories of the two scatterers. Any measurement errors for one 
cycle at a time can be smoothed by spline fitting to the sequence of measure- 
ments, if a sufficient number of measurements is available. 

Having performed the Doppler history measurements on the two main 
scatterers, we want to suppress the dominant scatterer so that the iteration 
may be continued and the Doppler histories of weaker scatterers may be 
measured. This requires focusing the dominant scatterer without smearing 
the secondary scatterer so much that its smeared response overlaps with the 
sharp response of the dominant scatterer. The most effective way would be 
to motion compensate the dominant scatterer, resample the data so that the 
duration of the modulation cycle does not change over the interval under 
analysis, take the transform to obtain two sharp responses with a background 
from the smeared weaker responses, and suppress the response of the 
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dominant scatterer. However, if the modulation frequency does not change 
too rapidly, it is simpler to do this without resampling the data, accepting 
a somewhat smeared rather than sharply focused response of the secondary 
scatterer. The important point is that it is not a matter of believing what may 
be acceptable. With the simpler procedure, we can examine the transform 
and determine whether or not the secondary response overlaps the dominant 
response more than is desired. Thus we can adaptively decide how to 
proceed. 

The time interval displayed in Figure 6.7 is of rather arbitrary length. 
There is no need to analyze the entire interval in one procedure. As long as 
we can find sections that include several modulation cycles for which the 
duration does not change much, we can simplify a manual analysis by exam- 
ining shorter sections at a time. This may even be advisable, as we have 
ignored the effects of the secondary scatterer on the phase of the dominant 
scatterer. For this reason, we take the transform only over a section where the 
amplitude modulation does not change too much, as marked by the cross- 
hairs in Figure 6.7. This transform is shown in Figure 6.8. 

The main response in Figure 6.8 is well focused, as can be seen from its 
sharpness and the fact that the phase is linear. Since the secondary response is 
not as sharply focused, when we suppress the main response we will also sup- 
press a somewhat significant part of the tail of the secondary response. This 
could be avoided or reduced by resampling. We notch out the main 
response, as indicated in Figure 6.9 (Step G). The curvature of the phase 
of the remaining response indicates that this response is not focused, as 
expected from the fact that the various scatterers are moving with different 
Dopplers (we can focus only one scatterer at a time). Taking the transform 
(Step E) of the response in Figure 6.9 gives Figure 6.10. If the secondary 
response had truly become dominant after the suppression of the dominant 
response, the amplitude modulation in Figure 6.10 would be small, and the 
phase function would accurately represent the motion of the secondary 
response. In actual fact, some of the amplitude minima are quite deep, so 
that the apparent slow modulation trend of the phase function is affected by 
other scatterers. Nevertheless, instead of trying to decide whether the phase . - 
measurement is acceptable, with this type of amplitude function we can con- 
tinue and decide whether the continued processing was justified, by examining 
whether the resulting response is sufficiently compressed. Thus, we remove 
the overall curvature of the phase function, as shown by the fitted polyno- 
mial (Step F). The transform after the phase compensation is given in Figure 
6.1 1. This response is now also well focused, as seen from the linear phase 
function. 
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Figure 6.9 Removal of the main response. 
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6.10 Transform of response in Figure 6.9. 

Figure 6.11 Transform of Figure 6.10 after phase compensation. 
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If there were a tertiary response of significant magnitude, we could 
continue with this process. There is a weak response indicated by the peak 
around 0 Hz in Figure 6.11, and another weak response is indicated in the 
right tail of the main response. However, if the Doppler histories of such 
weak responses are to be measured, it becomes necessary to implement the 
procedure as accurately as possible, primarily by using phase-slope measure- 
ments rather than simply removing the phase jumps, with the phase-slope 
measurement taking into account the change in the phase slope of the domi- 
nant scatterer by a secondary scatterer. Otherwise, the number of iterations is 
limited, as indicated by the fact that beyond a certain number of iterations 
one does not obtain a compressed response for further suppression. 

In our earlier discussions of how long a data interval should be analyzed - 
at a time, we have given the criterion that the optimal interval is that whose 
transform gives the least overlap of response groups. We have implicitly 
assumed that an accurate motion compensation is possible over this interval. 
This assumption is reasonable, because complicated uncompensated motion 
will smear responses extensively. Our stated criterion is in effect a balancing 
of the need for nominal Doppler resolution versus the motion compensation 
difficulties and response smearing due to variable Doppler differences 
between scatterers. Nevertheless, it is possible that accurate scatterer tracking - 
is feasible only over part of our selected interval. If this turns out to be the 
case, we must reduce the interval accordingly. The acceptability of a motion 
compensation can be judged by the quality of the resulting responses. 

When consecutive sections of the data record of Figure 6.3 are exam- 
ined, the situation with respect to processing is similar to that illustrated 
above. However, the interval from 448 to 449 seconds is more interesting 
because more than two significant scatterers are involved, and the processing 
can be carried further. The original signal within that interval is shown in 
Figure 6.12. We again simply remove the phase jumps rather than using 
the phase-slope procedure (the phase-slope results are in Appendix G), fit a 
spline function, subtract the result from the original signal, and then take the 
transform (Step E). These processing steps yield Figure 6.13. The compen- 
sated response lies between the crosshairs, and it is a double response, as 
expected from the modulation pattern of Figure 6.12. The piecewise linear 
phase functions verify that it is a true double response rather than the prod- 
uct of smearing due to an inadequate compensation. The transform over the 
window in Figure 6.13 gives the signal in Figure 6.14. This is an excellent 
approximation of the interference pattern of two scatterers with a constant 
differential Doppler. The amplitudelphase pattern of Figure 6.12 thus is not 
a true two-scatterer pattern, but a three-scatterer pattern from the three main 
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Figure 6.12 

s 
Data segment from 448 to 449 seconds. 
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Figure 6.13 Responses after motion compensation of strongest scatterer. 
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Figure 6.14 Transform over the window in Figure 6.13. 

responses in Figure 6.13. The point is that the smoothly varying differential 
Dopplers create patterns different from those of scatterers with constant dif- 
ferential Dopplers. 

In the next iteration, let us suppress the signal within the crosshairs in 
Figure 6.13 (Step G) and take the transform (Step E). The result is shown 
in Figure 6.15, where we again see an amplitude function without deep 
amplitude minima except f i r  one near the end of the displayed interval, 
implying a new dominant scatterer. The curved phase thus may be compen- 
sated in the same manner as in the other examples (Step F). The correspond- 
ing transform after the compensation of the dominant response is shown in 
Figure 6.16. By comparison with Figure 6.13, the response is clearly sharper 
and the phase function is linear. In this fashion we can iterate the processing 
until all significant responses are resolved. When this is done over the entire 
signal record, we obtain the Doppler histories of the scatterers. 

As another example, in Figure 6.17 we show a section during which the 
modulation period changes rapidly, because the differential Doppler between 
scatterers changes. To demonstrate the consequences, in Figure 6.18 we 
show the responses obtained by transforming the signal in Figure 6.17 
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Figure 6.15 Transform of Figure 6.13 after suppressing indicated window. 
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Figure 6.16 Transform of signal in Figure 6.15 after compensation. 
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Figure 6.17 Data segment from 452 to  453 seconds. 

Figure 6.18 Transform of signal in Figure 6.17. 
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without any compensation. We see two responses that are smeared because 
the signals have curved phase functions. If we suppress the stronger signal on 
the left and take a transform (Step E), we obtain Figure 6.19. The nearly 
constant amplitude indicates that only one significant scatterer contributes 
to the response, so that the slope of the phasefunction represents the Dop- 
pler of the scatterer (Step F). The difference between the phase slopes of the 
two displayed intervals corresponds to a Doppler change of about 3 Hz, caus- 
ing a corresponding smearing of the response. When the Dopplers of scatter- 
ers are changing, the correct selection of the length of the processing window is 
important. As stated earlier, the processing interval must be chosen as a com- 
promise between the need for nominal Doppler resolution versus the diffi- - - 
culties of compensating over a longer time period and the problems of 
response smearing caused by a variable relative scatterer Doppler. Although 
the entire one-second signal of Figure 6.17 is usable in a single interval, this 
need not be the case. 

In Figure 6.20 we show the signal from 455 to 456 seconds. The 
amplitudelphase pattern varies much over this interval. If we attempt to 
process the entire one second, rather than adaptively selecting intervals, we 
find that an FFT does not allow us to choose a Doppler window that filters 

Time (s) 

Figure 6.19 Transform of Figure 6.18 after strongest response is suppressed. 
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Figure 6.20 Data segment from 455 to 456 seconds. 

out any of the contributing scatterers. This remains the case even after - 
we compress the dominant response by applying phase-slope tracking in 
Figure 6.20. The Doppler separation of the dominant and secondary scat- 
terer varies too much over the one-second interval of Figure 6.20. Thus, an - 
analysis of the entire one-second interval would produce a Doppler history 
for just one scatterer. In contrast, by adaptively choosing the processing 
interval, we can easily measure Doppler histories for two scatterers. 

We note that conventional SWD processing (with a fixed window), 
using a shorter interval than one second, can produce two accurate Doppler 
histories over only part of the signal. For favorable positions of the window 
relative to the amplitude modulation cycle, the window must be at least one 
full cycle long (from one minimum to the next) in order to resolve interfer- 
ing scatterers. Other positions require a longer window. A window wide 
enough to resolve the scatterers at the beginning of the signal would yield 
inaccurate positions near the center of the signal, when the modulation 
period changes rapidly. 

In Figure 6.21 we show an example where the differential Doppler 
between two scatterers decreases to zero and then increases again (we can tell 
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Figure 6.21 Data segment from 459.3 to  462.5 seconds. 

from the change in sign of the phase slopes corresponding to the amplitude 
maxima that the value of the differential Doppler goes through zero, rather 
than merely going through a minimum). The crosshairs at the amplitude 
maxima show how the modulation period increases and then decreases. At 
the center of the displayed time interval we appear to have only a single scat- 
terer. This is because the differential Doppler is so small that we cannot 
resolve the two scatterers. Only the continuity in processing over the entire 
time interval shows what is happening. Whereas the amplitudelphase pattern 
of Figure 6.21 is easily interpretable, the conventional output from SWD 
processing is worst at such times. This is because the rate of change of the 
Doppler is largest at these times, as seen from the strong curvature of 
the phase function in Figure 6.21. 

In Figure 6.22 we show the signal from 465.4 to 466.6 seconds. As 
in Figure 6.21, Figure 6.22 shows the pattern of two interfering scatterers 
whose differential Doppler goes through zero. However, the displayed inter- 
val is 1.2 seconds in Figure 6.22, but 3.2 seconds in Figure 6.21, which 
means that the process in Figure 6.22 is almost three times as fast as in 
Figure 6.21. If conventional SWD processing worked at all under such 
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Figure 6.22 Data segment from 465.4 to 466.6 seconds. 

conditions, the width of the processing window should not be the same. As a 
minimum, SWD processing would have to be modified to work with adap- 
tive window widths. With amplitudelphase analysis, on the other hand, rate 
of change of the length of the interference cycles does not matter because the 
processing interval is already chosen adaptively. 

6.3.1 Section Summary 

We demonstrated that the complex-image analysis procedures allow one 
to track two interfering scatterers with different motions, under conditions 
when conventional SWD processing does not. 

When the Dopplers of scatterers are changing, the correct selection of 
the length of the processing window is important. The processing interval 
must be chosen as a compromise between the need for nominal Doppler 
resolution versus the difficulties of compensating over a longer time period 
and the problems of response smearing caused by a variable relative scatterer 
Doppler. The validity of the chosen interval can be established by examining 
the resulting response compression. 
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6.4 Analysis of the Smooth Flight 

In this section we demonstrate that complex-image analysis procedures also 
improve resolution performance when a motion is so smooth that the differ- 
ential Dopplers between scatterers are very small. One can achieve far better 
Doppler resolution performance than with conventional SWD processing. 
The section is intended for those readers who are active in this field of signal 
processing. 

In the preceding section we showed how target motions that cause 
the Dopplers of the individual scatterers to vary in complicated fashion also 
require a generally rather complicated analysis. In this section we show that 
the type of analysis can also be critical if the target motion is much more 
benign. 

We examine a data segment before the reorientation of the rocket 
begins. The objective is to align the strong main response so well along the 
zero-Doppler axis that responses from much weaker scatterers are found, if 
possible. The detection of weak responses is a common problem for such a 
target if it is viewed from the rear, where the base is a very strong scatterer. 
We have arbitrarily chosen a signal segment of 10 seconds duration, which 
should enable a Doppler resolution of 0.1 Hz with complex-image analysis 
processing. There is no implication that even better Doppler resolution 
cannot be obtained when the flight is smooth. The signal is shown in 
Figure 6.23. The curvature of the phase function extends over about 
10 cycles, which is huge by signal-processing standards. A variation of at 
most about 0.1 cycles is admissible if a response is to be properly focused. 
The amplitude modulation visible in Figure 6.23 implies the presence of a 
dominant and other scatterers, more than one scatterer because the modula- 
tion is not quasi-periodic despite the fact that the rocket is attitude stabilized. 
How well can one extract the individual scatterer Dopplers? 

To compensate the dominant scatterer, we must fit a polynomial to the 
phase function of its return. Although not visible at the ordinate scale of the 
phase function in Figure 6.23, there must be phase variations associated with 
the amplitude variations. However, since there are seven amplitude modula- 
tion cycles, we can fit a smooth polynomial to the phase function of 
Figure 6.23, sufficiently flexible to follow the curved phase function but not 
so flexible as to be influenced by the hidden phase fluctuations. A fifth- or 
sixth-order polynomial meets the requirement. The signal after the compen- 
sation is shown in Figure 6.24. Since the rapid phase jumps occur at the 
times of the amplitude minima, the phase modulation is caused by mutual 
interference between scatterers rather than being a motion compensation 
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Figure 6.23 Data segment from 430 to 440 seconds. 
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Figure 6.24 Signal after compensation with fifth-order polynomial. 
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residual. The characteristics of the amplitudelphase pattern (only small 
deviations from that of two interfering scatterers) indicate the presence of a 
secondary scatterer that is dominant among the other weaker scatterers. The 
transform of the signal in Figure 6.24 is given in Figure 6.25. The normal- 
ized half-power width is 1.0 I ,  so that the compensation is indeed excellent. 
The other responses in Figure 6.25 are evidently rather weak. In order to 
determine their nature and possibly measure their Dopplers, we must 
employ the iterative processing illustrated earlier. 

For a practical application, we would next separately examine trans- 
forms of the two response groups to the left and right of the suppressed 
response (Step G). For the purpose of illustration, we examine the transform 
of the entire spectrum after suppressing the main response. Taking the trans- 
form of the remainder gives the signal in Figure 6.26. We observe an ampli- 
tude pattern in which the detailed variations are largely synchronized with 
the phase pattern, so that there appears to be another dominant scatterer in 
the residual group of scatterers. Since the phase function has an overall curva- 
ture, it must be compensated in order to focus the response of the newly 
dominant scatterer. However, in contrast with Figure 6.23, the rapid phase 
variations now are very much larger in relation to the magnitude of the slow 

Figure 6.25 Transform of Figure 6.24. 
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Figure 6.26 Transform of Figure 6.25 after suppressing main response. 

curvature. This means that we cannot simply fit a smooth polynomial as 
done for the phase function of Figure 6.23, but must use the phase-slope 
method of measuring the phase function of the dominant scakerer.   he 
phase slopes are measured during the times of scatterer dominance, as shown 
by the vertical lines of the figure. When a polynomial is fitted to the sequence 
of phase slopes, and the integrated fit is subtracted from the phase function 
of Figure 6.26, we obtain the signal of Figure 6.27. Because the phase-slope 
changes caused by the secondary scatterers have not been taken into account 
in the phase-slope algorithm, some phase curvature is left after the compen- 
sation; but it is much smaller than in Figure 6.26. 

The transform of the signal in Figure 6.27 is shown in Figure 6.28. We 
indeed have an enhanced and sharpened response of a newly dominant scat- 
terer, so that the objective was accomplished. The focusing is not perfect, 
both because of the weakness of the scatterer relative to the base of the rocket 
(recall Figure 6.25), and because of the approximations involved in our proc- 
essing. Suppressing the strong response in Figure 6.28 and iterating the 
process results in Figure 6.29. From Figure 6.25 to Figure 6.28, and to 
Figure 6.29, the relative height of the remaining dominant response has 
progressively decreased, but as long as the procedure works, we obtain 
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Figure 6.27 Signal of Figure 6.26 after phase-slope compensation. 

Frequency (Hz) 

Figure 6.28 Transform of Figure 6.27. 
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Figure 6.29 Spectrum after suppressing second dominant scatterer, then compensating 
signal. 

meaningful measurements of the Dopplers of individual scatterers. If the 
compensation had not worked, it would be obvious both from the poor fit of 
a polynomial with reasonable flexibility and because the resulting responses 
would be greatly smeared. Note that the main response in Figure 6.29, at 
-0.88 Hz, corresponds to the unresolved response on the left side of the 
main response in Figure 6.28. Since the strongest response in Figure 6.29 is 
not much stronger than the remaining responses, further iteration appears 
useless. However, with a careful formulation of the algorithms, continuing 
the iteration should be possible because the remaining two groups of responses 
can be processed separately. 

Returning to Figure 6.2, one has the impression that in the lower part 
of the figure one observes only the main scatterer, whereas with the begin- 
ning of the maneuver many more scatterers appear. What we have shown is -. 

that, with the appropriate dompensation over a sufficiently long time, we can 
observe these very weak scatterers even during the smooth missile flight. The 
combination of the strength of the base return before the maneuver and the 
small differential Dopplers of the weak scatterers means that something more 
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sophisticated than conventional SWD processing must be employed to make 
the weak scatterers visible. 

AS we have stressed repeatedly, responses obtained with such sophisticated 
processing must be tested, to ensure that they are not merely peaks of an inter- 
ference pattern. For example, consider the responses in Figure 6.29. Meas- 
urement of the main response at -0.88 Hz gives a relative half-power width 
near unity, so that the position of the peak accurately gives the Doppler of 
the associated scatterer. The two responses within the interval from zero to 
0.6 Hz are not fully resolved, so that the positions of the peaks may not accu- 
rately represent the Dopplers of the scatterers, if they are true scatterer 
responses at all. When we take a transform over the two responses, we obtain 
Figure 6.30. The approximation of the amplitudelphase pattern from two 
interfering scatterers is good enough to conclude that we indeed have true scat- 
terer responses. A measurement with the TSA gives Doppler positions of 0.41 
and 0.14 Hz, which are close to but not exactly the two peak positions. 

Note that the many pattern cycles in Figure 6.30 imply that the time 
interval is much longer than needed to resolve the two responses (10 seconds 
for scatterers separated by 0.27 Hz). Since this is during the smooth part of 

430 432 434 436 438 
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Figure 6.30 Transform from 0.0 to  0.6 Hz in Figure 6.29. 
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the flight, before the maneuver introduces highly variable Dopplers, the two 
responses in Figure 6.29 should be fully resolved. They are not, because 
imperfect phase compensations were (knowingly) used. This "resolution" 
problem, apparent when we examine intensity outputs, does not exist when 
we examine amplitudelphase patterns, as in Figure 6.30. As another example, 
the transform of the two responses between -1.4 and -1.0 Hz in Figure 6.29 
is shown in Figure 6.3 1. The two responses are so close in Doppler that, with 
the existing phasing, we must include some extrapolation of the position of 
the left amplitude minimum (a small degree of superresolution). The scatter- 
ers are separated by 0.12 Hz, which (for a 10-second interval) allows accurate 
Doppler measurements only when the phase difference between the scatter- 
ers is not close to 180°. The fact that the amplitude minimum and phase 
jump occur nearly in the center of the interval in Figure 6.31 implies that the 
two scatterers are nearly in phase opposition at the time of the measurement. 

6.4.1 Section Summary 

The complex-image analysis procedures also improve resolution performance 
when a motion is so smooth that the differential Dopplers between scatterers 
are very small. 

430 432 434 436 438 
Time (s) 

Figure 6.31 Transform from -1.4 to -1.0 Hz in Figure 6.29. 
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The tracking, compensation, and suppression of scatterers can be con- 
tinued for several iterations. So long as compressed responses give good one- 
or two-scatterer patterns, further processing may be possible. This must be 
checked after each iteration. 

6.5 Signal Sections and Response Groups 

This section illustrates even more intricate details of the processing proce- 
dures than the preceding section, of interest primarily to those engaged in 
SWD processing. 

If we want to improve resolution performance beyond what is obtained 
with intensity outputs, we must examine the transform of the complex 
response. If the transform amplitude function is essentially constant, the 
response was generated by a single scatterer. If the amplitudeIphase pattern 
of the transform is that from two scatterers, we can determine the positions 
of the two scatterers. If the amplitudelphase pattern of the transform is more 
complicated than that from two interfering scatterers, we cannot analyze it. 
We must choose the transform window in such a way that effectively only 
the responses from two scatterers are contained within it (Step E). These 
rules are fairly straightforward to use when the scatterers on a target move in 
similar fashion, as is the case for aircraft, ships, and in most situations also for 
ground vehicles. On the other hand, the situation is more difficult with spin- 
ning targets or targets executing arbitrary maneuvers with a changing rota- 
tion axis. Here, if we focus one response, we will smear the other responses. 
This is why we must combine appropriate Doppler filtering with the ampli- 
tudelphase analysis, so that we need not analyze too many scatterers simulta- 
neously. Below we will discuss these issues in more detail. 

The first question to be considered is how to subdivide some flight 
record into sections for individual analysis. The general rule is to choose sec- 
tions within which the characteristics o f  the return are similar, so as to minimize 
the inevitable smearing of responses with differently varying Dopplers (Steps 
A, B, and C) and to facilitate scatterer tracking (in Step F). We now illustrate 
the application of this rule. 

Figure 6.32 gives the transform of the return from the rocket between 
443 and 449 seconds. Comparing the level of the background at the right 
end of the spectral plot with the response level between the two response 
groups, we conclude that the separation between the two groups of Doppler 
spectra is sufficient to consider one group of responses at a time. In other 
words, around zero frequency the response level is almost as low as the 
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Figure 6.32 Transform of signal from 443 to  449 seconds. 

background, so that the tails of the smeared responses do not overlap signifi- 
cantly. We first analyze the group between the two crosshairs. The transform 
over that window is shown in Figure 6.33. We note a change in the charac- 
teristics of the signal starting at about 447.6 seconds, when the scatterer caus- 
ing the strong modulation with a cycle length of about 0.3 seconds 
disappears. 

Using the rule that the signal should be analyzed in segments with simi- 
lar characteristics, we decide to analyze the section from 443 to 447.6 sec- 
onds. If this should lead to processing problems, we can further reduce the 
time interval. Similarly, we could first attempt to track the dominant scat- 
terer over the entire interval, reducing it only ifwe encounter difficulties. We 
also could begin by examining a short interval and increasing it until tracking 
is not possible. In order to obtain sufficient Doppler resolution, we must 
extend the processing interval over at least one full cycle of the lowest strong 
modulation frequency of the signal. This minimum interval goes from the 
start to about 444.5 seconds in Figure 6.33. The only reasons to use a longer 
interval are to improve resolution and to reduce the amount of processing 
that is needed to cover a particular flight interval. 
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Figure 6.33 Transform of interval indicated in Figure 6.32. 

The signal for the longer interval is shown in Figure 6.34, after sup- 
pressing the background outside the spectral region of interest and removing 
the linear trend of the phase function. This signal shows a large variation 
in the ratio of amplitude maximum and minimum, and this causes a slight 
problem for the motion compensation. Around the time of 446 seconds, the 
amplitude minima are so deep that large phase jumps are generated. If we use 
a phase compensation based on the phase as presented in Figure 6.34 and fit 
a smooth function to the phase function, this function will be distorted in 
the area of the phase jumps because we cannot rely on the phase jumps alter- 
nating between plus and minus half a cycle. The result will be an incomplete 
focusing of the response of the dominant scatterer. On the other hand, when 
using the phase-slope compensation, the variability of the level of the ampli- 
tude minima implies that the measured phase slopes will significantly deviate 
from those of the dominant scatterer. As already stated, we have not 
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Figure 6.34 Signal section with similar characteristics. 

developed a correction for this effect. We tried both of the approximate 
methods and found that fitting a smooth function through the phase jumps 
gives a somewhat better motion compensation than using the phase-slope fit 
without correction. After motion compensation with the first approach, we 
obtain Figure 6.35. The main response is sharply focused, and so are some of 
the minor responses. Even the responses around -10 Hz now have structure. 
Thus, although simply fitting through the phase jumps in Figure 6.34 does 
result in errors (the phase jumps could be removed before fitting a spline), 
the errors are acceptable. We can again iteqtively process, as demonstrated 
above. 

We now examine the right group of responses in Figure 6.32 over 
the same time interval as for the left group, for which the signal is shown in 
Figure 6.36. In accordance with the rule that the processing interval should 
be extended only over a signal segment with a similar structure, we now 
examine the amplitude function, and determine the sections within which 
the structure is similar; that is, the sections within which the primary modu- 
lation frequency is roughly the same. These sections are separated by the 
crosshairs in Figure 6.36. However, we point out that this preliminary 
examination of the signal is not critical. Manually, as well as in an automated 



Analyzing Missiles, Rockets, and Satellites 623 

Frequency (Hz) 

Figure 6.35 Figure 6.34 after compensation. 

Figure 6.36 Signal from right response group in Figure 6.32. 
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fashion, we can start from the beginning, analyze a short section, and deter- 
mine whether the result is a group of well-defined responses or an interfer- 
ence pattern. If the result consists of well-defined responses, we add another 
signal section, and similarly analyze the now longer section. 

This process is iterated until the results are no longer acceptable, mean- 
ing that the responses are too much smeared. Then the last section with 
acceptable results is analyzed. The process is repeated starting from the end 
of the first section, and so forth, until the entire signal has been analyzed. 
The critical point is what we consider to be "acceptable" results of the proc- 
essing. This is defined as follows. After a sequence of processing steps, we 
obtain a group of responses in which one response is perhaps dominant. If 
we can analyze these responses by taking individual transforms, and if the 
transforms show the amplitudelphase patterns associated with a single scat- 
terer or two interfering scatterers, this is acceptable. If we observe the pattern 
of more than two interfering scatterers, Doppler resolution is insufficient, 
and we must lengthen the processing interval. The results are not acceptable 
if the transforms of the responses give the type of undefinable ampli- 
tudelphase patterns associated with the peaks of an interference pattern. 

Although it is difficult to see on the scale of Figure 6.36, for the first 
section the phase slopes at the times of the stronger amplitude peaks vary so 
little that a correction should not be necessary. Thus we can take the trans- 
form over the first section without any phase compensation. Again, we need 
not be correct in this observation, because the results will confirm or contra- 
dict our assumption. In the latter case we would have to perform a phase 
compensation. The transform over this section does indeed produce a sharp 
dominant response, and its transform has essentially constant amplitude and 
a phase function with acceptable curvature. The same analyses on the weaker 
responses also confirm the acceptability of these responses as representing 
true scatterer positions rather than peaks of an interference pattern. Of 
course, the phase-slope measurement (which would be used in an automated 
system) also shows that there is no need for compensation in this instance. 
All of these tests fail when the interval for analysis is chosen too long, so that 
passing or failing of the tests can be the basis for choosing the processing 
interval, manually or automatically. 

We have emphasized that one must select sections with similar charac- 
teristics for analysis. The main point that determines these characteristics is 
the duration of the amplitude (and ~hase) modulation cycle. If this duration 
changes, it may imply that the Doppler difference between the two major 
scatterers is changing, so that one cannot take a Fourier transform. Alterna- 
tively, a scatterer may have become weak, so that a different scatterer with a 
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different Doppler separation starts modulating the return from the dominant 
scatterer. One should not take a transform over a time interval within which 
the return from a scatterer quickly changes in strength. 

6.5.1 Section Summary 

At each stage of analysis, the signal should be divided into sections within 
which the characteristics of the return are similar, so as to minimize the 
smearing of responses with differently varying Dopplers and to facilitate scat- 
terer tracking. 

At each stage of analysis, the spectrum should be divided into groups of 
responses, so that the tails of the groups do not overlap significantly. 

6.6 Chapter Summary 

Spinning and tumbling objects introduce processing difficulties because at a 
specific time the scatterers within the same range gate are at different points 
in their sinusoidal Doppler variations. A general motion compensation that 
focuses all scatterers into a usable image is not possible. 

The conventional SWD processing technology developed for this type 
of target has serious limitations. First, there is the critical loss of Doppler 
resolution from the use of the intensity output only. Second, there is a lack 
of adaptivity in signal processing when the behavior of the target changes. 
Third, there is the absence of a check as to whether the Doppler histories 
obtained are true Doppler histories or more or less interference patterns. 

The methods of complex-image analysis can much improve the analysis 
results. As is the case with aircraft, g o u n d  vehicles, and ships, one analyzes 
amplitude and phase patterns to achieve the desired resolution performance 
and to perform measurements on the scatterers. The main difference is that 
the responses whose transforms give these patterns generally are smeared. 
This difficulty is overcome by focusing the response of the dominant scat- 
terer, suppressing it after the measurements, focusing the response of the next 
dominant scatterer, suppressing it after the measurements, and so forth, until 
the iteration no longer works. Although the individual processing steps may 
be rather sophisticated, because they must be adapted to the existing situa- 
tions, the processing is governed by rules that allow full automation. 





Appendix A: 
One-Dimensional Two-Scatterer 
Algorithm 

With the degree of resolution implemented in the typical "high-resolution" 
radar, there will be a considerable number of composite responses to which 
two scatterers have contributed, and other responses generated by three or 
even more scatterers. We can greatly improve functional resolution perform- 
ance by utilizing the complex responses rather than just the intensity 
responses, at least in the case where a response is due to two scatterers only. 
In this appendix we discuss the mathematical details of our algorithm for 
resolving two scatterers, the TSA. We restrict the discussion to the applica- 
tion of the TSA to a one-dimensional complex image range cut. The combi- 
nation of one-dimensional results to yield two-dimensional positions is 
explained in Section 1.3.2.2. 

As explained previously, we take an image cut through a response of 
interest, consider various windows containing the response, and examine the 
Fourier transforms of those windows. We choose that transform best fitting 
the model of two interfering point scatterers. If the fit is good enough, we 
make measurements on the transform that allow us to extract the locations 
of the contributing scatterers, along with uncertainty estimates for those 
locations. 
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We begin our explanation with a consideration of the ideal case, the 
signal from two fixed point scatterers. By measuring the separation of ampli- 
tude extrema, or equivalently, the separation of phase jumps, we find the 
separation of the scatterer locations. From the size of the phase jumps at 
amplitude minima, or equivalently, the ratio of amplitude minima to 
maxima, we find the relative amplitude of the two scatterers. With this infor- 
mation we can use the phase slope at the time of the amplitude peak and the 
phase slope of the entire signal to locate the scatterers. Consider the signal 
from two fixed point scatterers: 

The amplitude of this is given by 

and is minimal when o t +  c$ = (2n + 1)x, where n is an integer. If we measure 
the time between two consecutive minima to be t,,, it follows that the separa- 
tion between the two scatterers is w/2x = +Ilt,,. Furthermore, having found 
w ,  we have also determined @. Similarly, if we measure the ratio of amplitude 
minimum to amplitude maximum to be a,,, it follows that the relative 
amplitude of the weaker scatterer is a = (1 - a,,)/(l + a,,). 

The phasor diagram of Figure A. 1 shows the resultant vector from the 
two scatterers, with the stronger normalized to strength 1 and the weaker to 
strength a, as in (A.l) and (A.2). The angle 8 between the two varies with 
time tas 8 = ot + c$. The magnitude of the resultant is given by A(t), and the 
phase by 

q(0)  - tan-' {asin(w t + $1 1 [1+ a cos(w t +$)I} (A.3) 

The maximum phase is 

The "phase jump" in the composite signal has size 2Vm, and its dura- 
tion is a fraction ( d 2  - ~,,)l(n/2 + v,,) of the signal period. Therefore, a 
phase jump of size 2H has a width of (2nlw)(d2 - H)l(x/2 + H). 
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Figure A.l Phasor diagram for two  interfering scatterers. 

Equation (A.4) relates the relative amplitude of the weaker scatterer to 
the size of the phase jump. Let us consider how to apply this. Figure A.2 
shows the signal from two constructively interfering point scatterers of nearly 
equal amplitudes. Figure A.3 shows the same signal, centered differently in 
the transform window. This recentering is equivalent to adding a line to the 
phase function. Evidently, by adding a linear trend to the phase function, we 
can create and shift the locations of the extrema. Given a signal, how does 
one determine when phase extrema occur and measure a phase jump? Recall 
that (A.4) was derived from the phasor diagram of Figure A. 1. In this dia- 
gram, we see that the phase of the resultant vector is zero at both the times of 
constructive and destructive interference. This gives us the linear trend we 
need to remove from the phase of Figure A.2; we must subtract a line that 
makes the phase values equal at times of constructive and destructive inter- 
ference, which occur when the amplitude is extremal and the phase has an 
inflection point. Having done that, the difference between the phase extrema 
gives us the phase jump to use in (A.4). 

In practice, recognizing the times of constructive and destructive inter- 
ference may not be so easy as in Figure A.2. We often wish to analyze signals 
corresponding to two unresolved responses, so only part of a full interference 
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Relative time 

Figure A.2 Signal from two constructively interfering point scatterers. 

cycle is observed. Furthermore, we may need to filter out interference in the 
image domain before we take a Fourier transform to generate the signal to be 
analyzed. This distorts the signal relative to the ideal case, so that the ampli- 
tude extrema and phase inflection points may be much less sharp, and may 
occur at different times than the constructive and destructive interference. For- 
tunately, using the times of amplitude extrema or phase inflection points in the 
distorted signal engenders little error in the derived scatterer positions and 
amplitudes. In fact, when the signal contains a single phase jump (or when all 
jumps are unwrapped in the same direction), removing a linear fit to the signal 
phase provides a sufficiently accurate approximation to the correct line. Figure 
A.3 shows the signal of Figure A.2 after subtraction of a linear least-squares fit 
to the phase (in this particular case, the linear fit agrees exactly with the correct 
line). The phase jumps are easily measured in Figure A.3. 

We now show how to use phase slope measurements to extract the scat- 
terer positions. First, note that the exp[i(u, t + $I)] factor of (A.l) shifts the 
slope of the phase by uJ2.z cycles and offsets it by $1/23t cycles. We thus 
consider the { l  + a exp[i(ut + $)I} factor, and add the resultant slope to 
w1/2x. We consider a least-squares fit to the phase between the times of con- 
secutive amplitude minima. The least-squares fit is found by minimizing the 
following expression with respect to a and P: 



Appendix A 631 

Figure A.3 Same signal as Figure A.2, except for centering of image transform window. 

where a and are in cycleslsec and cycles, respectively. 
Differentiating gives 

and 

( n - , ) I w  
d t [ a t + p - ( 1 1 2 n ) t a n - l { ~ ( a , o t + $ ) } ] = 0  (A.7) 

n - $ ) / w  

where P ( a , o t  + @) c {asin(w t + $) I [I + acos(o t +$)I}. These become 
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and 

Combining these gives 

a = ( 3 f  / n 3 ) ~ d r x r a n ~ ' [ a s i n x ~ ( 1 + a c o s x ) ]  o (A. 10) 

where f = w / 2 n  and x = o t + @. Note that a is independent of @. 
Usually we will fit a segment of duration less than that between ampli- 

tude minima. Near the minima interference is relatively strong and the phase 
may reflect the interference more than the two scatterers of interest. Also, as 
shown in Figure A.4, the phase may not remain linear between amplitude 
minima. Say we measure the slope over an interval which is a fraction g of 
the time between amplitude minima and which is centered on an amplitude 
maximum. Then it runs over w t + c$ = -ng to w t + @ = ng, 0 < g 5 1. Equa- 
tion (A. 10) becomes 

Figure A.5 is a plot of C(a,g) = a(a,g) 1 f versus u for values of gfrom 
0.2 to 0.9, assuming scatterer 1 has an amplitude greater than or equal to that 
of scatterer 2. Curves are labeled by g. The greater the value of g, the smaller 
is the value of <(a,g). What is a reasonable value of g to use for real measure- 
ments? If g is large then { is sensitive to the precise value of g. If g is small 
there will be few data points in the measured phase slope. A good compro- 
mise is g= 0.5, which we have adopted in our measurements. 

Where are we now? We have derived the parameters a and I f  1 from 
our data, and have selected the value 0.5 for the parameter g. This allows us 
to calculate a value for 1 a I over the central half of the interval between 
amplitude minima. Let us now do a linear least squares fit to the phase over 
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Figure A.4 Signal of two  interfering fixed point scatterers 

this interval, denoting the measured phase slope by y. We then have two pos- 
sibilities for w ~ :  

y = w ,  / 2 n + J a (  (A. 1 2) 

How do we decide which of the two possible solutions to (A.12) repre- 
sents the actual scatterer locations? We consider fitting a line to the phase of 
the entire signal, of duration T (1 second for our normalized figures). Then 
(A.6) becomes 

giving 
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FigureA.5 Relation between phase slope and Dopplers of scatterers. Curves are 
labeled by the parameter g. 

Let y ,  denote the measured phase slope over the entire signal. Analo- 
gously to (A. 12), we have 

We have two solutions to (A.12) and two solutions to (A.15). For the 
correct choice of sign ofJ the two solutions will agree. For the incorrect sign, 
they will not. Thus, by choosing the common solution, we have w,. This also 
gives us the correct sign ofw. We have found two scatterers, one at w1/2n and 
the other at (wl + w)/2n. 

For nonideal data, there will not be a common solution of (A. 12) and 
(A. 15). However, the pair of solutions corresponding to the correct sign off 
will be nearly equal, while the other pair is not. We then select the nearly 
equal pair, determine the sign of w, and use the value of wl derived from 
(A. 12), which avoids measurement over signal times when the two scatterers 
interfere destructively. 
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Besides measuring scatterer locations, we also wish to estimate the 
uncertainties in those measurements. T o  do so, we measure the consistency 
of the signal with the two scatterer model, and compare to measurements 
made on simulated data. We  select simulated data with similar consistency 
measures, and use the average location error for those simulations as the 
uncertainty for the signal of interest. 

What consistency measures are available? First, we should be able to 
measure two half-jumps for each amplitude minimum, and the times of the 
amplitude minima and the phase inflection points should be the same. Sec- 
ond, there should be an amplitude maximum midway between the ampli- 
tude minima. Third, the minima should be at the same levels. Fourth, the 
phase jumps should be symmetric about the inflection points. The phase dif- 
ference between each inflection point and phase extremum should be equal. 
Fifth, a phase half-jump size of H implies a relative scatterer amplitude of 
sin(H). This should agree with the relative scatterer amplitude implied by 
the ratio of the amplitude minima and maxima. Sixth, a phase half-jump size 
of H implies a phase half-jump width of ( n  I /)(z / 2 - H )  1 ( n  I 2 + H),  
which can be checked against the actual half-jump width. Seventh, measure- 
ments of the signal frequency w and the relative amplitude a imply a particu- 
lar phase function at times near the amplitude maximum. The implied phase 
curvature can be compared to the actual phase curvature. If we are using 
the TSA to superresolve scatterers, then only some of the above consistency 
measures are applicable. 

With what simulations should the signal of interest be compared? This 
depends on the application. Certainly, interference between three and four 
fixed point scatterers is relevant, as is interference between a shifting scatterer 
and multiple fixed point scatterers. If target motion must be compensated, 
simulations should also include residual uncompensated motion. For safety, 
uncertainties should be derived from the worst conditions appropriate to the 
situation of interest. 

Figure A.6 shows measurement error in the position of the stronger of 
the two scatterers, for the ideal case of two interfering fixed point scatterers 
without superresolution. The ordinate is position error in hundredths of a 
resolution cell, and the abscissa is deviation in the size of the phase jumps, in 
hundredths of a cycle. It is noteworthy that the overwhelming majority of 
measurements have errors of only a few hundredths of a resolution cell, and 
that the phase jumps are consistent within a few hundredths of a cycle. 

Figure A.7 shows a histogram of the mean absolute position measure- 
ment error for the stronger scatterer as a function of phase-jump deviation. 
There is a nearly linear relation between the measurement error and the 
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Figure A.6 Strong scatterer position error versus phase-jump deviation, two  scatterers. 

0 - 

deviation. Figure A.8 shows the corresponding histogram for the weaker 
scatterer. The error is somewhat larger than for the stronger scatterer, but still 
just a few hundredths of a resolution cell in the overwhelming majority of 
cases. Again, there is a nearly linear relation between the measurement error 
and the deviation. 

Figure A.9 shows a histogam of the mean absolute position measure- 
ment error for the stronger scatterer as a function of phase-jump deviation, 
for a simulation of three interfering fixed point scatterers, without superreso- 
lution. Measurement error has increased relative to the ideal case, to a level 
of roughly 0.2 resolution cells, with only weak dependence on phase-jump 
deviation (over the small deviations plotted). Figure A. 10 shows the corre- 

t 

sponding histogam for the weaker scatterer. Measurement error has 
increased at low deviation, relative to the ideal case of Figure A.8. It has 

I J I ~ I J I ~ I ~ I ~ I ~ I ~ I ~ l I I ~ I ~ I J I ~ l ~ I  

0 5 10 15 20 
Phase jump deviation (0.01 cycles) 

- 
a weak dependence on phase-jump deviation, increasing slowly from about 
0.2 to 0.25 resolution cells. 

How does one combine error relations derived from Figures A.9 and 
A.10 with relations derived for other consistency measures? For N consis- 
tency measures, one could examine measurement error in an N-dimensional 
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Phase jump deviation (0.01 cycles) 

Figure A.7 Histogram of strong scatterer position error versus phase-jump 
two scatterers. 

8 ,a 
0 2 4 6 8 10 

Phase jump deviation (0.01 cycles) 

deviation, 

Figure A.8 Histogram of weak scatterer position error versus phase-jump deviation, two 
scatterers. 
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Phase jump deviation (0.01 cycles) 

Figure A.9 Histogram of strong scatterer position error versus phase-jump deviation, 
three scatterers. 

Phase jump deviation (0.01 cycles) 

FigureA.10 Histogram of weak scatterer position error versus phase-jump deviation, 
three scatterers. 
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consistency space. However, this would require difficult analysis and very 
extensive simulations. We believe it is more effective to analyze each consis- 
tency measure independently, in effect projecting the N-dimensional surface 
on one dimension at a time, producing histograms as in Figures A.9 and 
A. 10. We then retain those consistency measures on which the position error 
depends strongly, discarding those for which there is only weak dependence. 





Appendix B: 
Transform Window Limits 

When analyzing complex radar imagery (one- or two-dimensional), one 
often wishes to examine the return from just one or two of several interfering 
scatterers. To do this analysis, one must take the Fourier transform of a data 
interval containing as much of the responses of interest as possible without 
including too much interference. As explained heuristically in [I], phase 
inflection and amplitude minimum locations are good choices for interval 
boundaries. Here we supply analytic justification for these choices. Specifi- 
cally, we show that for two interfering point scatterers, the scatterer strengths 
are equal at the phase inflection point. Also, if the interference is generally 
destructive, the scatterer strengths are nearly equal at the amplitude 
minimum. 

We consider the case of one-dimensional data, and assume Gaussian 
weighting, an infinite duration signal, and no sampling. Then the image 
domain response of N scatterers located at frequencies jL; with amplitudes a, 
and phases $; is 



642 Theory and Practice of Radar Target Identification 

where b depends on the details of the Gaussian weighting. This has a phase @ 
of 

where C.C. denotes complex conjugate. Differentiating (B.2) twice gives 

The inflection point is ifj = O. This implies 

Simplifying (B.4) gives 

Now, consider N= 2. This gives 16 terms in the right-hand side of (B.5), of 
which only four are nonzero. These yield 
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implying 

This is also the definition of the frequency f where the amplitudes 
of the two scatterers are equal. Hence, the same frequency f that gives the 
inflection point also gives the change in dominance from one scatterer to 
the other. 

Solving for f we get the frequency at which dominance shifts: 

Next, we examine the location of amplitude (or power) minima for 
generally destructive interference. We can write the power as 

Differentiating (B.9) gives 

At the power minimum P = 0. Then at the power minimum, for N = 2, 
(B. 1 0) becomes 

Rewriting f = f, + 6 (so d is the offset from the frequency of domi- 
nance change) and removing common factors from (B. 11) gives 
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For purely destructive interference @, - @, = n, and (B. 12) becomes 

which evidently has the solution 6 = O. Thus, for purely destructive interfer- 
ence, the amplitude minimum and the phase inflection point occur at the 
same frequency, that of the change in dominance. 

Now, assume generally (but not purely) destructive interference. 
Defining @, - 4, = n + e and approximating cos e = 1 - E~ 1 2, (B. 12) 
becomes 

Expanding the exponentials of (B.14) in Taylor series and retaining 
terms linear in 6 gives 

6 = E ~  I d a ,  / a 2  ) 1 [4b2 (f, - f , )3]  (B.15) 

Equation (B. 15) shows that the offset of the amplitude minimum from the 
phase inflection point (and the point of dominance change) is small for gen- 
erally destructive interference. Hence, the two scatterers are nearly equally 
strong at the amplitude minimum. 

Besides locating the point of dominance change, we can also find the 
point midway between the two scatterers. Differentiating (B.2) and multi- 
plying by (B.9) gives 

(B. 16) 
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For N= 2, (B.16) becomes 

P@ = 2b2ala2 ( f, - f2 )sin(@, - @, )expi-b[( f - f, l2 +(f - f2 )2 I1 
(B. 17) 

The derivative of this is proportional to (2  f - f, - f, ), so is zero when 
f = ( f, + f, ) 12. Thus, the midpoint between the two scatterers is located 
where P@ has an extremum. 

Reference 

[I] Rihaczek, A. W., and S. J. Hershkowitz, Radar Resolution and Complex-Image Analysis, 
Norwood, M A :  Artech House, 1996. 





Appendix C: 
Determining Scatterer Separations in 
Range Gates With Residual 
Uncompensated Motion 

Because moving ground vehicles bend and flex, a motion compensation that 
is based on a rigid-body assumption will generally leave parts of the vehicle 
with residual uncompensated motion. Typically, this residual motion will 
not be large enough to cause scatterers to drift from one range gate to 
another, but will be more than large enough to smear each scatterer response 
over many crossrange gates, generating multiple response peaks. If a bend- 
inglflexing region of the vehicle contains a scatterer that is sufficiently well 
resolved or enough stronger than its neighbors, that scatterer can be used to 
derive a compensation for that region of the vehicle. Unfortunately, a bend- 
inglflexing region need not be large, and such a scatterer may not be 
available. 

This appendix describes a technique, applicable when such a scatterer 
is not available, for determining scatterer crossrange separations. It relies on 
using two nearby range gates undergoing similar bendinglflexing. First, we 
take the Fourier transform of each range gate. The amplitude function of 
each resulting signal contains information determining the absolute scatterer 
separations in the corresponding range gate, but not the signs of the 
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separations. The absolute separations are most easily extracted by examining 
the transform of the signal amplitude, as in Section 4.4.9. 

In order to determine the signs of the separations, we multiply the 
signal from one range gate by the complex conjugate of the signal from 
the other. The residual uncompensated common motion cancels out of this 
complex product signal. If the two range gates have different scatterer separa- 
tions or relative amplitudes, the product signal allows us to determine the 
signs of the separations. This is shown below. 

Consider the case where we have two nearby range gates containing 
scatterers undergoing the same unknown motion. The signals for these gates 
can be written as 

where j denotes the gate, there are N, scatterers in gate j, and @(t) is the com- 
mon phase motion. 

The power in a gate is 

This is independent of qt), and is real. An FFT will produce a symmetric 
spectrum, with responses at Yo jk - o jn ). 

Now multiply the signal in one gate with the complex conjugate of that 
in another: 

Because the two sets {o j k }  and {om, } are different, Qim ( t )  is not real, and its 
transform is asymmetric. We can use this asymmetry to measure ojk - cum,, 
and thereby determine the signs of {o jk } and {amn }. 

We first illustrate this with synthetic data. Figure C. 1 shows the image 
response from scatterers at Crossrange Gates 33 and 36, plus a quadratic 
phase drift in time. Figure C.2 shows the corresponding signal. Figure C.3 
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Crossrange (gates) 

Figure C.l Simulated scatterers at crossranges 33 and 36, including uncompensated 
motion. 

lme-inverse crossrange profile(s) 

Figure C.2 Signal corresponding to  Figure C.1. 
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Frequency (Hz) 

Figure C.3 Transform of the power of Figure C.2. 

shows the transform of the power of Figure C.2 with peaks separated by 
+3 Hz (with our normalization, 1 Hz corresponds to one crossrange gate). 

Figure C.4 shows the image response from scatterers at Crossrange 
Gates 33 and 28, plus the same quadratic drift. Figure C.5 shows the corre- 
sponding signal, and Figure C.6 the transform of the signal power. Peaks 
there are separated by +5 Hz. 

Figure C.7 shows the product of the signal of Figure C.2 with the com- 
plex conjugate of the signal of Figure C.5. Evidently, the common quadratic 
phase drift is absent and the signal is complex. Figure C.8 shows the trans- 
form of Figure C.7. It contains responses at frequencies 0, 3, 5, and 8. The 
response at frequency 0 is generated by the combination of the strongest 
responses in each of the original gates. The separations and relative ampli- 
tudes of the other responses can be used to determine the response separa- 
tions in Figures C. 1 and C.4. 

The second strongest response in Figure C.8 is separated from the 
strongest by 5 Hz (gates). Comparing the relative amplitude and the separa- 
tion to Figures C.3 and C.6 tells us that this response is generated from the 
strongest scatterer of Figure C. 1 and the secondary scatterer of Figure C.4. 
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Crossrange (gates) 

Figure C.4 Simulated scatterers at crossranges 33 and 28, including the same uncom- 
pensated motion of Figure C.1. 

1 1 1 1 1 1 1 1 1 ( 1 1 1 1 , 1 1 1 1 , 1 1 1 1 ~ 1 1 1 1 ~ 1 1 1 1 ~ 1 1 1 1  I I I I I  

-0.4 -0.2 0.0 0.2 0.4 
Time-inverse crossrange profile(s) 

Figure C.5 Signal corresponding to Figure C.4. 
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Frequency (Hz) 

Figure C.6 Transform of the Power of Figure C.5. 

Figure C.7 Product of signal of Figure C.2 and complex conjugate of signal of Figure C.5. 
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Frequency (Hz) 

Figure C.8 Transform of Figure C.7. 

Because we took the conjugate of the signal of Figure C.5, the separation of 
the secondary and primary scatterers of Figure C.4 is -(5 - 0) = -5 gates. 

The response at 3 Hz in Figure C.8 is from the primary scatterer of 
Figure C.4 and the secondary scatterer of Figure C. 1. Thus the separation 
of the secondary and primary scatterers of Figure C. 1 is (3 - 0) = 3 gates. The 
remaining response of Figure C.8, at 8 Hz, is generated by the secondary 
scatterers. As expected, its position is 3 - (-5) = 8 Hz. 

Will this work with real data? The data must satisfy several conditions. 
First, the motion of the scatterers in the two gates must be nearly the same. 
Second, each gate must contain few scatterers for the unscrambling to suc- 
ceed. Third, the separations or relative amplitudes in the two gates must dif- 
fer. Fourth, we must have a sufficient signal to noise ratio. 

Figure C.9 shows the image cut in Range Gate 0 of Figure 4.98, with 
the crossrange positions shifted by 128 gates. Figure C.10 shows the trans- 
form of the power of the corresponding signal. Figure C. 1 1 shows the image 
cut in Range Gate 2 of Figure 4.98, with the same crossrange shift. Range 
Gate 2 is far enough from Range Gate 0 to contain different scatterers, but 
close enough to have similar motion. Figure C. 12 shows the transform of the 
power of the signal corresponding to Range Gate 2. Figures C.10 and C.12 
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Crossrange (gates) 

Figure C-9 Image cut in Range Gate 0 of Figure 4.98. 

Frequency (Hz) 

Figure C.10 Transform of the power of the signal corresponding to  Figure C.9. 
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Crossrange (gates) 

Figure C . l l  Image cut in Range Gate 2 of Figure 4.98. 

Figure C.12 Transform of the power of the signal corresponding to Figure C.11. 
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Time (s) 

Figure C.13 Product of signal of Gate 0 and complex conjugate of signal of Gate 2. 

Frequency (Hz) 

Figure C.14 Transform of Figure C.13. 
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show that the absolute separations of the primary and secondary scatterers in 
Range Gates 0 and 2 are about 3 and 4.5 crossrange gates, respectively. 

Figure C.13 shows the product of the signal for Gate O and the com- 
plex conjugate of the signal for Gate 2. Its transform is given by Figure C. 14. 
The large peak near -1 Hz corresponds to the two primary scatterers. We 
must search for responses +3 and k4.5 gates from this. The second strongest 
response of the figure is near 2 Hz, with an indication of another near 
3.5 Hz. Thus, the secondary response in Range Gate 0 is separated from 
the primary by -(2 - (-1)) = -3 gates, and the secondary response in Range 
Gate 2 is separated from the primary by - (3.5 - (-1)) = -4.5 gates. This 
agrees with the adaptive analysis of Section 4.4.6. 





Appendix D: 
Errors in Estimating Times of 
Two-Dimensional Motion 

In this appendix, we estimate the errors in the algorithms of Chapter 5 for 
determining the times of zero yaw and roll Doppler. To this end, we consider 
the rotation of a target about a motion compensated point on that target. 
We define a target-centered (x', y', z') coordinate system and a radar- 
centered (x, y, z) coordinate system, with y being the downrange direction 
and x horizontal. Without any loss of generality, we take the z' direction as 
vertical for an unbanked, unpitched target, the x' direction along the long 
horizontal axis, and they' direction as defined by the right-hand rule. After 
motion compensation, these systems can be related by 

where 6 is the radar depression angle, a is the target aspect angle (0' being 
broadside), P is the target bank angle, andp is the target pitch angle [I].  

Carrying out the multiplications gives a range of 
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y = (cosdcospsina - cosds inps in~cosa  -sindsinpcosp)xf 

+ (COS 6 cos p cos a - sin 6 sin P)y ' 

- (cosdsinpsina +cosdcospsinpcosa +s in6cospcos~)z '  

(D.2) 

The range and the angles in (D.2) are time dependent, while the body- 
centered coordinates are not. Thus, we can rewrite the equation as 

Differentiating (D.3) gives us a relation between measured range-rate 
and Doppler components: 

The primary aim of the approach described in Chapter 5 is to deter- 
mine those times when ~ ( t )  in (D.4) is zero. At these times, Dopplers are 
independent of scatterer height. The motion is about a vertical target axis, 
and a good ISAR image is obtainable. The secondary aim is to determine 
those times when the sum of the other terms is zero. Then, the Doppler 
depends only on height, and the motion is about a horizontal target axis, 
yielding a good profile view of the target. 

Under ideal conditions, we would select a scatterer at the bow and 
another at the stern, separated only in their x' coordinates. We would then 
select two scatterers (or select one scatterer and generate a virtual scatterer) 
separated only in their z' coordinates. Note that, even under these ideal con- 
ditions, we do not expect to determine times when yaw, roll, or pitch Dop- 
plers are zero. We are attempting to determine times when motion is about a 
horizontal or vertical target axis. Under real conditions, we cannot select 
scatterers separated in only one coordinate. Me now consider the error this 
introduces in time determination. 

Let to be a time of two-dimensional motion. For small errors, we can 
Taylor-expand the range rate as 

The procedure that we describe in Chapter 5 for determining times 
of two-dimensional motion selects those times ( to + E )  when the measured 
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relative range-rate between two scatterers is zero. In other words, the left- 
hand side of (D.5) is zero. This gives the estimate of the timing error as 

As we attempt to select imaging times when the motion is smooth, 
as well as about a fixed axix, we can approximate the yaw, roll, and pitch 
motions as periodic for the error analysis. We write 

where a ,  is the aspect at time to. Over typical observation intervals, and even 
more so for the purposes of Taylor expansion, y ,  P ,  and p are all much less 
than unity. We further assume the depression angle 6 is similarly small. 
Thus, we will estimate the timing error by expanding (D.6) in these angles, 
retaining only leading terms. 

For the case of primary interest, error in estimating when the "roll" 
Doppler is zero, we have C(t0 ) 0. With our periodic assumption, C(t0 ) is 
extremal. Furthermore, we have attempted to pick scatterers with a separa- 
tion just in height z'. Thus, the denominator of (D.6) is dominated by the 
third term. This gives 

Carrying out the differentiation and Taylor expansion, retaining only 
leading terms gives 

Squaring each side and taking the expectation value over many relative 
phasings gives 

2 2 (e:) - uyym (x'cosuo +y'sinao)2 /[(u:~: sin2 a, +u;Bi a s 2  a , ) z f 2 ]  

(D. 1 0) 
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If the motions have comparable periods T and comparable maximum 
angular variations, this gives an rms timing error 

E ?  = lmax(xr, y ' ) ~  / 2nz'( (D. 1 1) 

If we wish our rms error to be less than, say, 0.1 seconds, and have a 
period of about three seconds, we must choose our scatterers so their separa- 
tion in the deck coordinates x' and y' is less than one-fifth their separation 
in height above the deck 2'. This requirement is easily met if we use three 
scatterer tracks and generate a virtual scatterer near the deck position of the 
superstructure scatterer. For a superstructure height of 20 ft, we must match 
the deck position within about 4 ft (4 range gates for typical range resolu- 
tion). If we wish to use four scatterer tracks, the height separation of the two 
superstructure scatterers will be less than the height of the superstructure, so 
their range separation must be reduced proportionately. Thus, when yaw, 
pitch, and roll have comparable motion periods and maximum angular varia- 
tions, the virtual scatterer method is generally required, depending on the 
height of the superstructure. When roll motion is dominant, the deck spac- 
ing between the two superstructure scatterers can be larger, and the four- 
scatterer method can be employed. Conversely, when yaw motion is domi- 
nant, the virtual scatterer method is almost always required. 

For the case of secondary interest, error in estimating when the "yaw" 
Dopp!er is zero, we have ~ ( t ,  )x' + ~ ( t ,  )y ' E 0. With our periodic assump- 
tion, A(t, )xr + B(t0 )y ' is extremal. Furthermore, we have attempted to pick 
scatterers at the same height z', with a separation primarily in x', along the 
ship's length. Thus, the denominator of (D.6) is dominated by the first two 
terms. This gives 

(D. 12) 

Carrying out the differentiation and Taylor expansion, retaining only 
leading terms gives 

Squaring each side and taking the expectation value over many relative 
phasings gives 



(D. 14) 

If the motions have comparable periods T and comparable maximum 
angular variations, this gives an rms timing error 

If we wish our rms error to be less than, say, 0.1 seconds, and have a 
period of about 3 seconds, we must choose our scatterers so their separation 
in height above the deck z' is less than one-fifth their separation along the 
long deck coordinate x'. Most ships have a deck height variation that is much 
smaller than the deck length. For these ships, the timing error is insignificant 
when the yaw, pitch, and roll motions are comparable. Those ships that have 
large enough deck height variations to be problematic will be obvious in 
approximate roll images. We can use such an image to choose two deck scat- 
terers at similar heights, perhaps sacrificing some separation along the length 
of the ship. If yaw motion is dominant, height variation is even less signifi- 
cant. Conversely, if roll motion is dominant, we must be more careful in our 
choice of scatterers. We must use an approximate roll image to select two 
scatterers near the same height. 

In the foregoing, we have analyzed error due to the impossibility of 
choosing scatterers that are separated only in height above the deck, or only 
along the length of the ship. Mismeasurement of scatterer range-rates also 
contributes to errors in determining times when motion is two-dimensional. 
However, so long as each track does indeed correspond to a single scatterer, 
rather than interference between comparable scatterers, the tracking inaccu- 
racy is inconsequential relative to the errors due to nonideal scatterer 
locations. 

Reference 

[I] Goldstein, H., Classical Mechanics, Reading, MA: Addison-Wesley, 1950. 





Appendix E: 
Extracting Scatterer Locations From 
Range Tracks 

In this appendix, we consider a mathematical approach to extracting scatterer 
locations and target motion from the tracks of four scatterers. We rewrite 
(D.3) as 

where R(t) is the measured range of a scatterer after some other point on the 
target has been motion compensated. We  denote the scatterer used for com- 
pensation as scatterer 0, and the others as 1, 2, and 3. We can then write 
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Changing variables, we have 

If our four tracked scatterers are not coplanar, we can solve (E.9) for 
the coefficients bj by a standard polynomial least-squares fit [I]. This entails 
inverting a matrix that is neatly singular for four scatterers that are nearly 
coplanar; such a set of scatterers will produce inaccurate results. Having 
solved for the coefficients, we extract the dot products of (E.7) and (E.8) 
algebraically: 

We have extracted only the dot products of the vectors between the 
four scatterers. This is all that can be extracted via this method. Note that we 
can insert a rotation matrix and its transpose in the center of the left hand 
of (E.5); we cannot distinguish any particular coordinate system for the 
scatterer locations. We can define a tetrahedron of scatterers, but not its 
orientation. 
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Uncertainty calculations for the above formulation are straightforward, 
but not illuminating, because of the complexity of (E. 10) and the details of 
the linear-least-squares fit used to solve (E.9). Furthermore, such calculations 
reveal error propagation due to random error (noise), but ignore systematic 
error. In order to obtain a feel for the required accuracies, we examine a sam- 
ple case. 

We applied the above analysis to the simulated data of Figures 5.13 
through 5.18. In this simulation, we generated 20 seconds of data at X-band 
with a bandwidth of 500 MHz and a PRF of 200 Hz by rotating a 100-ft- 
long "ship" composed of 20 fixed point scatterers. We used periodic yaw, 
roll, and pitch motions, all with maximum excursions of +1.5', with a start- 
ing aspect of 35' off nose-on and zero starting bank and pitch angles. The 
yaw period was 2 seconds, the roll period 2.4 seconds, and the pitch period 
2.7 seconds. Thus, the relative phasing of the motions produces different 
intervals when only one, only two, and all three motions are effective. We 
tracked a scatterer near the bow, another near the stern, and two at different 
heights and deck positions on the superstructure. We then applied the above 
analysis, using the bow scatterer as the reference, and examined how the 
results varied as we removed refinements to the scatterer tracks. 

Defining z' to be height above the deck, y' to be distance along the 
long axis of the ship, and x' to be perpendicular to these, the (x', y', z') coor- 
dinates of the bow scatterer are (0,-15.24,0), those of the stern scatterer are 
(O,I5.24,0), and those of the superstructure scatterers are (0.91 , I  .52,2.74) 
and (-0.46,-0.61,5.49), all in m. As discussed above, only the relative posi- 
tions of the scatterers forming the tetrahedron can be extracted. In order to 
examine numerical results, we must choose a coordinate system. We choose 
the origin at the bow scatterer, and the natural system of y" lying along the 
line between bow and stern scatterers, z" perpendicular to this line and such 
that the high superstructure scatterer is in the yr'-z" plane, and xr' perpen- 
dicular to the other two axes. The correct answers then are (xu, y", zU)coor- 
dinates of (0,30.48,0) for the stern, (0,14.63,5.51) for the high 
superstructure scatterer, and (1.14,16.76,2.66) for the other superstructure 
scatterer. With this choice of coordinates, ~ ( t )  and ~ ( t ) ,  which can be 
extracted from (E.3), correspond to the yaw and roll Dopplets of Chapter 5, 
respectively. 

The full tracking of the scatterers consisted of a range track, followed 
by a Doppler track, and then a phase track. The mean error of the complete 
tracks was 0.0001 wavelengths, with a standard deviation of about 0.005 
wavelengths; the tracks are essentially perfect. The extracted positions for 
these perfect tracks, shown in Table E.1, are also quite accurate, as are the 
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yaw and roll Dopplers. Next, we consider just range and Doppler tracking 
Without the phase tracking, the mean error for three of the four tracks was 
about 0.05 wavelengths, with a standard deviation of about 0.009 wave- 
lengths. The error for the fourth scatterer was about -0.19 wavelengths, with 
a standard deviation of 0.02 wavelengths. These deviations correspond to 
fitting inaccuracies, so the scatterers have pseudoperiodic residual motion 
on the order of the deviations. While the accuracy of the positions extracted 
from these tracks (shown in Table E. 1) is somewhat degraded, it is still suffi- 
cient for practical application. The yaw and roll Dopplers also differ only 
slightly from the correct results. The small biases in the tracks are not very 
significant to the analysis. 

Next, we consider just range tracking. The mean error and standard 
deviations for the four scatterers are 0.001 + 0.19 wavelengths, 0.001 + 0.07 
wavelengths, 0.003 + 0.20 wavelengths, and -0.04 k 0.14 wavelengths. 
Now, the analysis produces dot products r , ~  that are not self-consistent. If we 
use three scatterer tracks with range and Doppler tracking, and one with just 
range tracking, trying all four scatterers as the one without Doppler tracking, 
we find two cases of inconsistent dot products, one case of very inaccurate 
results, and one case of inaccurate but probably practically acceptable results. 
This should not be taken as an indication that one could not obtain self- 
consistent results from the range measurements. The requirement of self- 
consistency could be incorporated into the derivation of the bj or the q k ,  
although this might require numerical optimization rather than analytic 
solution of (E.7) or (E.9). However, although such an alternative formula- 
tion will produce self-consistent results, it will not produce more accurate 
results. 

Table E.l 
Variation of Extracted Positions With Tracking 

1 Correct 
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This leads to the conclusion that, for motion conditions similar to 
those simulated, pseudoperiodic motion residuals on the order of 0.01 
to 0.02 wavelengths are insignificant, while residuals on the order of 0.1 to 
0.2 wavelengths can be catastrophic. The question arises, how well can 
we expect to track four scatterers in real data? Our experience indicates that 
achieving the necessary accuracy will be problematic in most cases. Rarely are 
four scatterers well enough isolated from interference (from true scatterers 
and spurious responses) that they can be tracked to this accuracy over several 
motion cycles. The tracking requirements may be somewhat eased because 
the solution of (E.9), or its equivalent in an alternative formulation, allows 
different weights to be assigned to different data points. However, assigning 
such weights reliably is not trivial. In summary, we believe that this approach 
to measuring the relative scatterer positions will be applicable to only a small 
fraction of the data of interest. 

Reference 

[I] Bevington, P. R., Data Reduction and Error Analysis for the Physical Sciences, New 
York: McGraw-Hill, 1969. 



Appendix F: 
Modifications to the TSA for Interactive 
Two-Dimensional Analysis 

The material in this appendix treats an adaptation of the two-dimensional 
TSA for manual processing. To make the appendix self-contained, we repeat 
some of the figures and discussions of Chapter 1. 

Since complex-image analysis amounts to an expert system approach 
where one must first analyze real data to obtain an insight and develop a 
processing approach, and then in a separate step automate the algorithms, 
the TSA is used in two ways: for interactive analysis and fully automated 
processing. The two-dimensional TSA described in Section 1.3 is too 
unwieldy for interactive processing, because it involves 18 image cuts in 
which scatterer measurements must be made. For this reason, we utilize a 
modified version in which the two-dimensional positions of the two scatter- 
ers are derived from one fixed-range and one fixed-crossrange cut through 
the response peak to be analyzed, possibly augmented by a few additional 
fixed-range and fixed-crossrange cuts in the vicinity of the response peak. For 
real data, this modified version is less accurate than that involving diagonal 
cuts, but it is often good enough for the purposes of interactive processing. 

For a summary discussion of the procedure that will be illustrated in 
detail below, assume that an image response was generated by two resolvable 
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scatterers, meaning that the distance between the two scatterer positions in 
the image plane exceeds one gate (but is not so large that the scatterers gener- 
ate two resolvable intensity responses). We also assume that the line connect- 
ing the two scatterer positions has an orientation other than along the range 
or Doppler axis, which would be the case of one-dimensional resolution. A 
fixed-range cut through the response peak then will give an amplitude/phase 
pattern indicative of two scatterers, and so will a fixed-crossrange cut. From 
the fixed-range cut and its amplitude/phase pattern we find two crossrange 
positions, and from the fixed-crossrange cut we obtain two range positions. 
In the case of the minimum resolvable separation of one gate, the separations 
in the fixed-range and fixed-crossrange cuts will be less than one gate, so that 
some superresolution is needed to obtain the scatterer positions. This is 
somewhat worse than for the truly two-dimensional TSA, where in the limit- 
ing case some degree of superresolution is needed to obtain part of a curve 
rather than a single measurement point. However, with fixed-range and 
fixed-crossrange image cuts, for one of the two image cuts the projected scat- 
terer separation will be relatively small. This performance degradation is to 
be expected when only two image cuts are taken. 

Aside from this limiting situation, suppose that the two image cuts 
yield two scatterer positions in range and in crossrange. We now have the 
problem of correctly associating one of the range positions with the appropri- 
ate crossrange position, so that no "ghost" scatterer is generated. With ideal 
point scatterers, this can be done on the basis of the strengths of the scatterers 
measured in the two image cuts. If the scatterers are so closely spaced that the 
strength measurement is unreliable, we can take image cuts at a slightly dif- 
ferent range and crossrange and determine how rapidly the measured scat- 
terer strengths decrease. This indicates how close the real scatterers are, so 
that the correct association can be distinguished from the incorrect. 

Figure F. 1 shows a fixed-range image cut through the intensity peak of 
a simulated response composed of two interfering fixed point scatterers. For 
such a fixed-range cut, the data points vary in crossrange. The image domain 
abscissa is labeled with two scales, one giving crossrange in the image, and the 
"relative" scale being an arbitrary translation of the first, here set to zero at 
the peak location. The transform of such a fixed-range cut is the signal corre- 
sponding to the response peak, so the transform abscissa is labeled "Relative 
Time." The dashed curve is a superimposed response from a fixed point scat- 
terer, for comparison. 

The image cut itself displays a widened amplitude peak with a bulge on 
its right side, accompanied by a curved phase function. Rather than judge the 
amplitude peak width by eye, we always consider the normalized half-power 
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Figure F.l Fixed-range image cut through response from two scatterers. 

width of the peak, which in this case is 1.45. The small variation of the image 
phase, over just about 0.1 cycles, shows that the two scatterers contributing 
to the response are generally in phase. Based on interpreting the image data, 
we would be hard pressed to decide if this response corresponds to two inter- 
fering pointlike scatterers or to one shifting scatterer. The decision is much 
easier with the transform data, which is a prototypical example of a two- 
scatterer pattern (sinusoidally varying power, with phase jumps at the times 
of amplitude minima and linear phase at the times of amplitude maxima). 

If we measure the times of the amplitude minima (which correspond to 
the times of the phase jumps) and the size of the phase jump, the scatterer 
positions can be calculated (by the process described in Appendix A). The 
dashed vertical lines of Figure F. 1 show that the amplitude minima occur at 
relative times -0.44 and 0.29. The phase jump appears to be 0.30 cycles, 
between the dashed horizontal lines tangent to the transform phase curve. 
However, as discussed in section 1.3.2.1 and Appendix A, we must subtract 
a linear fit to the transform phase before we measure the size of the phase 
jump. Doing so gives a phase jump of 0.25 cycles. With the phase jump 
relative times of -0.44 and 0.29, the one-dimensional TSA (as given in 
Appendix A) yields scatterer positions of Crossrange Gates -0.05 and 1.33. 

Figure F.2 shows the fixed-crossrange cut through the same two- 
dimensional image intensity peak as used for the fixed-range cut of Figure F. 1. 
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For the fixed-crossrange cut the data points vary in range, and the transform 
is the spectrum corresponding to the response peak, so its abscissa is labeled 
"Relative Frequency." The response in this image cut has a normalized half- 
power width of 1.02 and a nearly linear phase. The transform amplitude 
changes very slowly with frequency, and the transform phase is linear. This 
corresponds to a single scatterer, or to two scatterers that are far from resolv- 
able in range. Thus, we must initially estimate a single range at the peak posi- 
tion in the cut, Range Gate 0.1 1. 

Two questions now arise. First, as we measured two crossrange posi- 
tions and one range position, do we have one or two scatterers? In other 
words, did we mistakenly measure an extra scatterer, or are two scatterers 
unresolved in one of the dimensions? In this particular case, the two-scatterer 
pattern of Figure F. 1 is so good (it is a prototypical pattern, by construction 
of the simulation) that there can be no doubt that two scatterers are involved. 
In the more general case, interference from additional scatterers and the non- 
point nature of man-made features will produce poorer two-scatterer pat- 
terns. However, we can judge the deviation of each pattern from the ideal, 
and we have adopted the policy of assigning two scatterers to a cut only when 
the deviation is small enough that the number of scatterers cannot be 
questioned. 

Given that we have two scatrerers, we have a second question as to 
where they are located. Can we improve our initial range and crossrange 

Relative range (gates) 
I ~ ~ ~ ~ I  8 8 ~ ~ ~ r r m ~ ~ ~ 8 ~ ~ ~ ~ s ~ f ~ ~ 8 ~ n l  

-2 0 2 4 
Range in image (gates) 

Relative frequency 

Figure F.2 Fixed-crossrange image cut through response from two scatterers. 
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estimates, especially in the dimension where they were initially unresolved? 
In order to do so, we must be able to perform more accurate measurements 
in additional image cuts. This is usually doable, but may not be possible 
when interference from other scatterers is strong. Consider our example. We 
began with two image cuts through a response peak at Crossrange Gate 0.27 
and Range Gate 0.1 1, and found two Crossrange positions of Gates -0.05 
and 1.33. If we now take additional fixed-crossrange image cuts at our meas- 
ured Gates -0.05 and 1.33, we should obtain more accurate range positions 
than we did from our initial fixed-crossrange cut through the two- 
dimensional intensity peak. This is because the contribution from the scat- 
terer at Crossrange Gate -0.05 is greatly reduced in a measurement in Cross- 
range Gate 1.33, and vice versa. 

Figure F.3 shows the positioning of these and other image cuts used 
to refine the measurements in the initial cuts. Figure F.1 corresponds to 
the image cut along the horizontal line of Figure F.3, through the two- 
dimensional amplitude peak at Crossrange Gate 0.27 and Range Gate 0.1 1. 
The two crossrange positions found from Figure F.l, Gates -0.05 and 1.33, 

Actual position 

First crossrange 
estmate 

0 First range estimate 

0 2nd range estimate 

3rd range estimate 

A Estimated position 

Crossrange 

Figure F.3 Refinements of measurements from Figures F.l and F.2. 
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are represented by open circles (one circle is partially obscured by other sym- 
bols). Figure F.2 corresponds to the image cut along the central vertical line 
of Figure F.3, also through the two-dimensional peak. The single range posi- 
tion found from Figure F.2, Gate 0.1 1, is represented by the open hexagon. 

The additional fixed-crossrange cuts at the measured crossrange posi- 
tions are indicated by the vertical lines labeled "2nd estimates" and passing 
through the open circles. The image cuts in Crossrange Gate -0.05 and 1.33 
give point-scatterer-like responses in Range Gates 0.05 and 0.47, respec- 
tively. These are denoted by diamonds in Figure F.3, and are significant 
improvements upon the initial estimate of a single range of Range Gate 0.1 1. 
As stated above, the improvement is due to performing measurements in cuts 
where one or the other scatterer is dominant, rather than in the initial cut 
through the response peak. 

We can further improve our range measurements if we increase the 
scatterer dominance even more, by using crossrange gates somewhat less than 
-0.05 and somewhat larger than 1.33, if interference conditions allow. Such 
cuts are indicated in Figure F.3 by the vertical lines labeled "3rd estimates," 
located in Crossrange Gates -0.55 and 1.83. These cuts give point-scatterer- 
like responses at Range Gates 0.00 and 0.58, respectively, denoted by squares 
in Figure F.3. The actual scatterer positions are denoted by the filled circles. 
As the figure shows, the refined ranges differ insignificantly from the actual 
ranges. 

If we wished to refine our crossrange estimates, we could take addi- 
tional fixed-range image cuts at our new range estimates. We could continue 
alternately refining range and crossrange positions until they converged. 
However, this additional refinement produces insignificant changes. Based 
on our initial two crossrange measurements and our refinement of the single 
range measurement, we have found two scatterers, one at Crossrange Gate 
-0.05 and Range Gate 0.00, the other at Crossrange Gate 1.33 and Range 
Gate 0.58. The scatterers are actually located at Crossrange Gate 0.00 and 
Range Gate 0.00, and at Crossrange Gate 1.40 and Range Gate 0.60. 

We assign each measurement an uncertainty based on the degree of 
agreement of the measurement and the one-scatterer or two-scatterer pat- 
tern, but with a minimum uncertainty of 0.2 gates (which applies for our 
example). Thus, although additional refinements can improve the measure- 
ment accuracy, the measurements are already well within the estimated 
uncertainties. A more complicated situation arises if we find two crossrange 
positions in our initial fixed-range cut, plus two range positions in our initial 
fixed-crossrange cut. We must then associate the four measurements into two 
two-dimensional positions. This is illustrated below, for a simulated response 
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composed of two point scatterers, one located at Crossrange Gate 0.00 and 
Range Gate 0.00, the other at Crossrange Gate 1.10 and Range Gate 0.90. 
Figure F.4 shows part of the association sequence. The cuts through the 
two-dimensional peak, each labeled as an "initial cut," have each produced 
two scatterer locations (open circles and hexagons). We must decide which 
range measurement (hexagon) corresponds to which crossrange measure- 
ment (circle). In order to make the decision, we will examine additional 
fixed-range cuts, shown in Figure F.4, as well as additional fixed-crossrange 
cuts. 

The fixed-range cut through the two-dimensional response peak, at 
Crossrange Gate 0.18 and Range Gate 0.14, is shown in Figure F.5. The 
image response has a normalized half-power width of 1.21, with the right 
side of the amplitude response wider than the left, and a curved phase func- 
tion. The small amount of phase curvature is consistent with two interfering 
point scatterers that are generally in phase, as well as with a single scatterer 
with a shifting phase center. The transform shows that the response corre- 
sponds to two interfering scatterers. The transform power has a sinusoidal 
variation, with the transform phase exhibiting a phase jump when the trans- 
form amplitude passes through its minimum, near relative time 0.32. 

Initial fixed-crossrange 
cut (Figure F.6) 
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Figure F.4 Association for t w o  positions in each initial cut. 
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Figure F.5 Fixed-range image cut through simulated response of Figure F.4. 

We observe only one phase jump in the transform, and are suspicious 
about the null in the transform amplitude at relative time -0.48, because of 
the smoothness of the accompanying phase function and imperfections in 
deweighting the windowed image response. However, the transform ampli- 
tude is very symmetric about its peak near relative time 0.13. We can use this 
symmetry to extrapolate a second amplitude null (and corresponding phase 
jump); we substitute a symmetrical function about the peak at -0.13, mir- 
roring the section from -0.13 to 0.33 in order to find the true position of the 
null at -0.59. 

The dashed horizontal lines of Figure F.5 show the size of the phase 
jump, based on the displayed transform ~ h a s e  function. However, as dis- 
cussed in Section 1.3 and Appendix A, we must subtract a linear fit to the 
phase function before measuring the jump. Doing so gives a phase jump of 
0.17 cycles. With the jump times of -0.59 and 0.33, the TSA algorithm 
of Appendix A gives crossrange positions of Crossrange Gates -0.01 and 
1 .O6, with corresponding amplitudes of 0.36 and 0.18. 

Figure F.6 shows the fixed-crossrange cut through the two-dimensional 
response peak, in Crossrange Gate 0.18. The response amplitude has a nor- 
malized half-power width of 1.1 1, with a slight asymmetry, and the response 
phase has a small curvature. As with Figure F.5, these are consistent with two 
interfering fixed point scatterers or one scatterer with a shifting phase center. 
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Figure F.6 Fixed crossrange image cut through simulated response of Figure F.4. 

The transform amplitude shows a large variation, while the transform phase 
does not, except near relative frequency 0.5, where the amplitude reaches its 
minimum. This is inconsistent with a single scatterer with a shifting phase 
center, even for a truly dispersive (frequency-dependent amplitude) scatterer 
[l,  21. However, it agrees with the two-scatterer interference pattern. 

Position measurements on the transform shown in Figure F.6 require 
more extrapolation than those for Figure F.5. Figure F.6 barely contains a 
transform phase jump and accompanying amplitude minimum. This points 
out the limits of our extrapolation. The transform must contain an ampli- 
tude minimum and an amplitude maximum. This implies that, for favorable 
interference conditions, we can measure positions of scatterers separated by 
slightly more than half a resolution cell but no closer. Taking the relative fre- 
quency of the phase jump (or amplitude minimum) to be 0.45, and using 
symmetry about the amplitude peak at relative frequency -0.19, gives an 
extrapolated phase jump at relative frequency -0.83. With a phase jump 
(after subtracting the linear fit to the phase) of 0.20 cycles, we find initial 
scatterer ranges of Range Gate -0.04 and Range Gate 0.73, with respective 
amplitudes of 0.34 and 0.20. 

We must now associate these ranges with the crossrange measurements 
we made on the image cut of Figure F.5. One possible association method is 
on the basis of amplitude. The image cut of Figure F.5 gave amplitudes of 
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0.36 and 0.18, while the image cut of Figure F.6 gave amplitudes of 0.34 and 
0.20. One might think that it is safe to associate the positions corresponding 
to amplitudes 0.36 and 0.34, and those corresponding to amplitudes 0.18 
and 0.20. While this produces the correct association for this example, it 
cannot be used in general. In the general case, neither initial image cut will 
pass directly through either of the two unresolved scatterers. Thus, the rela- 
tive contributions of the two scatterers will differ for the two cuts. If the 
two interfering scatterers have comparable amplitudes, especially if their 
separations in range and crossrange are not similar, one may be dominant 
in the fixed-range cut, while the other is dominant in the fixed-crossrange 
cut. 

Having concluded that we cannot perform the association on the basis 
of the amplitude measurements in the initial cuts, we are left with the neces- 
sity of using additional image cuts. These additional cuts can also be used 
to refine the scatterer positions. As was the case with our first example, 
Figures F. 1 through F.3, we wish to examine cuts in which one or the other 
scatterer is strongly dominant. This implies improving on our initial cuts, 
which were between the scatterers, by taking cuts at our initial estimates of 
the scatterer ranges and crossranges. If interference conditions permit, we can 
do even better by displacing our cuts from those initial estimates, in order to 
reduce the relative contribution of the further scatterer. 

We begin with cuts at fixed range. The cut at our initial estimate of 
Range Gate -0.04 (the lower cut labeled "First Peak Location" in Figure F.4) 
gives an amplitude peak at Crossrange 0.13, with a normalized half-power 
width of 1.14. The peak is denoted by an up-arrow in Figure F.4. The cut at 
our initial estimate of Range Gate 0.73 (the upper cut labeled "First Peak 
Location" in Figure F.4) gives an amplitude peak at Crossrange 0.61, with 
a normalized half-power width of 1.37, also denoted by an up-arrow. Both 
these half-power widths imply that we cannot use the peak location as a scat- 
terer location, but must apply the TSA. However, the peak location in each 
cut should be closer to the crossrange position of the nearby scatterer than to 
that of the more distant scatterer. 

Graphically, the crossrange of each up-arrow should be close to the 
crossrange of just one open circle, and the two up-arrows should correspond 
to different open circles. The crossrange measurement of 0.13 from Range 
Gate -0.04 is much closer to the initial crossrange estimate of Crossrange 
Gate -0.01 than the initial estimate of Crossrange Gate 1.06, bur the cross- 
range measurement of 0.61 from Range Gate 0.73 is nearly midway between 
the two initial crossrange estimates. This is likely an indication that our ini- 
tial range estimate of Range Gate 0.73 is inaccurate. 
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We consider additional cuts at fixed range, displaced from our initial 
range estimates to reduce the relative contribution of the further scatterer. 
These cuts are labeled "Second Peak Location" and "Third Peak Location." 
A cut in Range Gate -0.54 gives a peak at Crossrange 0.04, with a normal- 
ized half-power width of 1.02. Because this and the skewness are close 
enough to unity (within 6% and 12%, respectively) that the peak position is 
an accurate measure of the scatterer position, the measurement is denoted by 
a square in Figure F.4. A cut in Range Gate 1.23 gives a peak at Crossrange 
0.96, with a normalized half-power width of 1.15, denoted by an up-arrow. 
A cut in Range Gate 1.73 gives a peak at Ctossrange 1.09, with a normalized 
half-power width of 0.98, denoted by a square. These cuts show clearly that 
we should associate the initial estimates of Crossrange Gate -0.01 and Range 
Gate -0.04, and those of Crossrange Gate 1.06 and Range Gate 0.73. Fur- 
thermore, we can refine the crossrange measurements to Crossrange Gates 
0.04 and 1.09. In real data, for which interference conditions are not so 
benign, refinement will rely on the TSA, not measurements of peak 
locations. 

We  could have performed the association on the basis of additional 
fixed crossrange cuts, rather than additional fixed range cuts. In practice, 
both must be utilized. Interference conditions may be such that additional 
cuts are useful in only one dimension. Figure F.7 shows the association 
sequence using fixed-crossrange cuts. A fixed-crossrange cut at our initial 
estimate of Crossrange Gate -0.01 (labeled "First Peak Location") gives an 
amplitude peak at Range 0.10, with a normalized half-power width of 1.07, 
denoted by an up-arrow. A cut at our initial estimate of Crossrange Gate 
1.06 (with the same label) gives a peak at Range 0.67, with a normalized 
half-power width of 1.15, also denoted by an up-arrow. While the TSA 
would be required in both cuts in order to refine the range measurements, 
the peak locations ate sufficiently different from one another, and sufficiently 
close to the initially estimated ranges, that we can perform the association. 
Graphically, the up-arrows and the hexagons can easily be paired. 

We can refine the range positions by applying the TSA in these cuts, or 
by examining additional cuts displaced from our initial estimates. A cut at 
Crossrange -0.51 (labeled "Second Peak Location") gives a peak at Range 
0.02, with a normalized half-power width of 1 .OO, so denoted by a square. A 
cut at Crossrange 1.56 (with the same label) gives a peak at Range 0.85, with 
a normalized half-power width of 1.03, also denoted by a square. Thus, our 
refined range estimates are Range Gates 0.02 and 0.85. 

Figure F.8 shows the combination of the refined range and crossrange 
estimates. This gives estimated scatterer positions of Crossrange Gate -0.04 
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Figure F.7 Association sequence using fixed-crossrange cuts. 

and Range Gate 0.02, and of Crossrange Gate 1.09 and Range Gate 0.85. 
These are in excellent agreement with the actual scatterer positions, as shown 
by the agreement of the triangles and filled circles in Figure F.8. 

In this appendix, we have so far illustrated the application of the TSA 
to the ideal case of two interfering fixed point scatterers. Real data invariably 
contain noise and interference from additional scatterers. This necessitates 
windowing the image data before taking a Fourier transform and applying 
the TSA. We must choose the window to minimize noise and interference 
contributions to the transform, without excluding too much of the two 
scatterers of interest. Such windowing is also necessary for more complicated 
simulations, such as three interfering fixed point scatterers. Section 1.3.3 dis- 
cusses how to choose window positions, and the distortions they cause to 
two-scatterer patterns. However, this affects only measurements in the one 
dimensional cuts, not their association. 

We note that under certain rare interference conditions, three fixed 
point scatterers can generate a single image response peak such that two dif- 
ferent window choices allow TSA measurement of all three positions. In such 
cases, one window contains contributions primarily from the leftmost and 
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Figure F.8 Combination of refinements. 

center scatterers, and the other contains contributions primarily from the 
rightmost and center scatterers. The association and refinement procedure 
when an image cut yields three scatterer positions is similar to that described 
above: take additional image cuts and utilize those that provide a simpler 
interpretation. However, this occurs too rarely to merit detailed illustration. 

The association procedure is the same for simulated and real data. The 
examples above were particularly simple, allowing the use of image cuts dis- 
placed by large amounts from the initial cuts. Image cuts in real data (and 
more complicated simulated data) cannot generally be displaced from the 
initial cuts by more than about the half-power half-width of a point scatterer 
response (0.65 gates for Hamming weighting). Also, although peak positions 
in the displaced cuts suffice for association of range and crossrange measure- 
ments, refinement of the measurements sometimes requires that the one- 
dimensional TSA be employed. Fortunately, because we are only concerned 
with refining the stronger scatterer in the cut, we do not need to consider 
even more additional cuts. 

In the remainder of this appendix, we demonstrate the measurement of 
scatterer positions in real data, using just fixed-range and fixed-crossrange 
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image cuts. The data are of a motion compensated flying aircraft, with a 
range resolution of about 0.3m and a crossrange resolution of about l m .  
Figure F.9 shows an overview of the image cuts and measurement results that 
we will present. Horizontal and vertical lines represent image cuts, symbols 
represent measured positions, and the light background curves are amplitude 
contours spaced by 3 dB. In the initial fixed-range cut through the response 
peak, we will find two scatterer positions, denoted by circles. In the initial 
fixed-crossrange cut, we will find one position, denoted by a hexagon. In 
order to refine the ranges of the two scatterers, we will examine additional 
cuts as indicated. 

Figure F.10 shows the fixed-range image cut through the two- 
dimensional intensity image response peak. The response of interest, near 
Relative Crossrange 0.0, is not fully resolved from another response near 
Relative Crossrange 2.4. The normalized half-power width of the response of 
interest is 1.42, far too high for a single scatterer. This response is likely com- 
posed of two scatterers, with its interpretation made complicated by the pres- 
ence of the second response. As discussed in Section 1.3, we set transform 

Initial Fixed-Range 
Cut (Figure F.10) 

3rc 

Fig 
2nd estimates I 

0 First crossrange 
estimate 

0 First range 
estimate 

Revised range 
estimate 

h Estimated 
position 

Crossrange 

Figure F.9 Overview of image cuts and measurement results. 
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Figure F.10 Fixed-range image cutthrough aircraft response. 

window boundaries near phase inflection points and amplitude minima, 
then evaluate the degree to which each transform fits a two-scatterer pattern. 

Figure F . l l  shows the best window position and the resulting trans- 
form. The figure also includes curves labeled by "m" (for model) which are 
the result of extracting the two scatterer positions, amplitudes, and phases via 
the TSA, generating the corresponding image cut, applying the same win- 
dowing as done to the real data, and taking the Fourier transform. The mod- 
eled amplitude and phase are in excellent agreement with the real data. The 
amplitudes differ only near the edges of the transform, where deweighting 
amplifies contributions of the third scatterer to the real data. As discussed in 
Section 1.3, distortions are expected at these edges. The primary difference 
between the phases is a constant offset, which is insignificant. The TSA gives 
initial scatterer positions of Crossrange -10.90 and Crossrange -9.70. These 
positions must be, and were, verified by varying the window position as 
described above. 

Figure F. 12 shows the fixed-crossrange cut through the response. The 
response amplitude has a slight bulge on its right-hand side, and the phase is 
curved. The response's normalized half-power width is 1.02 and its skewness 
(ratio of right to left half-power half-widths) is 1.11. The skewness is nearly 
large enough to allow measuring the positions of two interfering scatterers, 
but not quite. A transform of the interval between the amplitude minima 
bounding the response does not allow the extraction of two scatterer 
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Figure F.ll Transform and two-scatterer pattern for Figure F.lO. 
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Figure F.12 Fixed-crossrange cut through aircraft response. 

positions. We use the peak location, Range 0.08, as an initial estimate of our 
scatterer location(s). 
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Figure F.13 Fixed-crossrange cut for refinement of first scatterer range. 

With two crossrange positions and one range position, we likely have 
two scatterers that are poorly resolved in range. T o  refine their positions, 
we take additional fixed-crossrange cuts, beginning with cuts at our initial 
crossrange estimates. Figure F.13 shows the image cut in Crossrange Gate 
10.9. The response has a normalized half-power width of 0.97 and a skew- 
ness of 1.03. Although the bulge on the right side of the response indicates 
that the response is composed of at least two scatterers, we cannot resolve 
them. We  must rely on the response peak location, Range -0.06. 

In the beginning of this appendix, we were able to refine our measure- 
ments on simulated data by displacing our image cuts so as to reduce the 
relative contribution from the further scatterer. Figure F. 14 shows the image 
cut in Crossrange Gate -I 1.4. Unlike the simulated data, displacing the cut 
has not improved the situation. Interference with the response of interest 
is comparable in the two cuts. The normalized half-power width of the 
response is 0.93, which barely justifies attempting a two-scatterer analysis. 
However, no good two-scatterer pattern is obtainable. The peak location in 
this cut is Range -0.20. We take the range position of the scatterer as the 
average of this and the previous cut, giving Range -0.13. 

Figure F.15 shows the image cut at our initially estimated crossrange 
for the second scatterer, Crossrange -9.70. The response of interest, at Range 
0.24, has a normalized half-power width of 1 .O3 and a skewness of 1.08. We  
must rely on the peak location. Figure F.16 shows a displaced image cut, 
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2 :- Relative frequency 

Figure F.14 Displaced fixed-crossrange cut for first scatterer. 

Relative frequency 

Figure F.15 Fixed-crossrange cut for refinement of second scatterer range. 

at Crossrange -9.20. Interference conditions have clearly worsened, and we 
must rely on the image cut at Crossrange -9.70. 

The two refined range positions, Range -0.13 and Range 0.24, are so 
close to one another that we are unlikely to be able to refine the crossrange 
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Figure F.16 Displaced f ixed-crossrange c u t  for  second scatterer. 

positions by examining additional fixed-range image cuts. We accept two 
scatterers, one located at Crossrange Gate -10.90 and Range Gate -0.13, 
and the second at Crossrange Gate -9.70 and Range Gate 0.24. While we 
would like to refine these positions further, and can do so with diagonal 
image cuts (see Section 1.3), we have used the fixed-range and fixed- 
crossrange cuts to determine the by far more important fact that the response 
consists of two interfering scatterers. For the purpose of identification, the 
primary goal in analyzing a response is to determine the number of scatterers 
it comprises, plus their positions and reliable uncertainty estimates for those 
positions. Reducing inaccuracies and uncertainties to, say, 0.2 resolution 
cells is a desirable secondary goal, but not nearly so important as the primary. 
In most identification applications, such small uncertainties are not necessary 
for all scatterers. 

References 

[ I ]  Rihaczek, A. W., and S. J. Hershkowitz, "Man-Made Target Backscattering Behavior: 
Applicability of Conventional Radar Resolution Theory," IEEE Trans. on Aerospace 
and Electronic Systems, Vol. 32, No. 1, April 1996, pp. 809-824. 

[2] Rihaczek, A. W., and S. J. Hershkowitz, Radzr Resolution and Complex-Image Analysis, 
Nonvood, MA: Artech House, 1996. 





Appendix G: 
Tracking Interfering Scatterers by 
Measuring Phase Slopes 

G.l  Introduction 

When two interfering scatterers have variable relative Doppler, which is typi- 
cal for target tracking, it is impossible to motion compensate both scatterers 
with a single range history. For precision measurements, one should first 
compensate the stronger scatterer and perform the desired measurements on 
it. One should then do the following: suppress the focused response of the 
stronger scatterer, compensate the motion of the second scatterer, and per- 
form measurements on it. Figure G.l shows a signal generated by a sounding 
rocket performing an attitude maneuver. The changing spacing of the ampli- 
tude peaks indicates these this data contain two scatterers with variable rela- 
tive Doppler. 

As discussed in Chapter 6, there are two ways to compensate the 
stronger scatterer. The first, demonstrated in detail in that chapter, is to 
remove the phase jumps at the times of the amplitude minima, fit a spline to 
the resultant phase function, and subtract the spline from the phase of the 
original signal. The second is to measure the phase slopes near the times of 
peak amplitudes, which gives the Dopplers of the strong scatterer at those 
times, then fit a spline function to the Doppler measurements, integrate the 



692 Theory and Practice of Radar Target Identification 

Figure G.l Signal from a sounding rocket performing an attitude maneuver. 

Doppler function to get phase, and subtract the phase from that of the origi- 
nal signal. This appendix demonstrates the second procedure, by applying it 
to data intervals processed with the first procedure in Chapter 6. 

Both procedures assume that the measured phase slope gives the 
Doppler of the stronger scatterer. This gives a significant inaccuracy when 
the two scatterer strengths are comparable. The weaker scatterer modifies the 
phase slope depending on the relative locations of the two scatterers. Thus we 
must incorporate information from the signal amplitude in order to correctly 
derive the stronger scatterer's Doppler from the signal's phase slope. This 
correction will not be addressed in this appendix. 

6.2 Choosing Intervals for Phase-Slope Measurement 

Figure G.2 shows Figure G. 1 with automatically selected intervals of linear 
phase and strong amplitude. Each selected interval is bounded in time by left 
and right vertical crosshairs, and displays a linear fit to the phase function. 
The standard and maximum deviations of the fit are printed vertically within 
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Figure 6.2 Figure G . l  with automatically selected intervals of linear phase. 

the interval, and the slope of the fit is printed in the right margin of the plot. 
The remainder of this section gives details of the algorithm we have auto- 
mated for interval selection, and the data analysis continues in Section G.3. 
We stress that this algorithm is preliminary, and must be refined 
through testing on additional data. More fundamentally, we have yet to 
develop the procedure to account for the effect of a second scatterer on the 
relation between a measured phase slope and the Doppler of a dominant 
scatterer. 

The signal from a single point scatterer has constant amplitude, and its 
phase gives its range history. Equivalently, its phase slope gives its Doppler 
history. If, instead of a single scatterer, we have a dominant scatterer plus 
interference, the phase slopes at the times of the amplitude peaks approxi- 
mately give the Doppler history of the dominant scatterer. We therefore 
desire to measure phase slopes at times when the amplitude is approximately 
constant or near the peak of the amplitude modulation cycle. 

At these times, we search for intervals of linear phase. These intervals 
must be of long enough duration to give accurate slope measurements, but 
not so long that the phase slope changes appreciably within an interval. The 
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intervals must allow small phase fluctuations due to noise or very weak inter- 
fering scatterers, but not large enough fluctuations to corrupt the phase-slope 
measurement. 

Given a data interval (Figure G.l in this case), we first estimate the 
signal-to-noise ratio (SNR), in order to determine what level of phase fluc- 
tuations should be ignored. We use the median signal amplitude as an esti- 
mate of the amplitude of the strongest scatterer in the signal. We use the 
median amplitude of an FFT of the signal as the noise estimate. This assumes 
that the target does not occupy a large fraction of the data's Doppler spread, 
which should be valid for the applications of interest. These measurements 
allow us to estimate the expected standard deviation of the phase from noise 
a s 1 1 d Z E .  

We divide the data into linear phase segments by starting with the first 
point, adding points to our potential segment until it is either accepted or 
rejected, then starting over from a point beyond the accepted or rejected seg- 
ment. Each time we add a point to a potential segment we perform two tests. 
First, if the added point is in the seventh phase maximum within the interval, 
we accept the segment. This many phase fluctuations, with a small deviation, 
indicate that we have a long enough interval for accurate phase-slope meas- 
urement. Second, we perform a linear-least-squares fit to the phase of the 
potential segment. If the maximum deviation of the fit is greater than both 
three times the expected noise standard deviation and 0.05 cycles, we stop 
adding points to the segment and apply additional tests to decide whether to 
accept or reject it. 

As the last added point caused the deviation to cross the threshold of 
acceptability, we reduce the segment size by dropping points off either end 
and redoing linear fits until the maximum deviation is less than both two 
times the expected noise standard deviation and 0.033 cycles. Next we check 
whether the remaining maximum deviation is due to phase fluctuations or 
phase curvature. We fit a quadratic curve to the reduced segment with the 
linear fit removed, then measure the phase difference between the curve at 
the first point of the segment and at the extremal point of the curve. If this 
is larger than one expected noise standard deviation, then the phase is curved, 
and we further reduce the segment to the interval from the first point to the 
extremal point. 

If the reduced segment has fewer than seven points we discard it as too 
short. If the corresponding amplitude is not approximately constant, or if a 
quadratic fit to the amplitude does not have a maximum within the segment, 
we discard the segment as not representative of a scatteret Doppler. If the 
uncertainty in the ~ h a s e  slope, calculated by error propagation from the 
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least-squares fit, is greater than one Doppler resolution cell, we also discard 
the segment as yielding an unreliable measurement. 

Having accepted or rejected the segment, we start evaluating a new 
potential segment. However, we must decide where to start our evaluation. 
This depends on whether and how the previous segment was accepted or 
rejected. If the previous segment was accepted on the basis of containing 
seven fluctuation cycles, or if it was reduced in size by the quadratic test, we 
start our new potential segment at the point immediately after the end of the 
previous segment. If the previous segment was reduced in size because of too 
large a deviation, and that deviation was due to phase fluctuation rather than 
phase curvature, then there is a good likelihood that the points dropped off 
are part of a phase jump. In this case, we do not want to start our new seg- 
ment with these points. We  begin our evaluation a few points beyond these. 

6.3 Data Analysis 

Figure G.3 shows a smooth curve that is the result of integrating a polyno- 
mial fit to the measured phase slopes. Note that the slope of the curve is in 
good agreement with the measured slopes. Thus, it appears that we have suc- 
cessfully extracted the motion of the stronger scatterer. If we ignore the linear 
component of the extracted motion, we see that there is a residual modula- 
tion of about 0.3 cycles (bottom to top). This would seriously smear the 
responses in the transform domain. 

Figure G.4 shows the signal after the residual modulation of the curve 
of Figure G.3 has been used for compensation. If we had taken the effect of 
the second scatterer on the measured phase slope into account, the transform 
of the compensated signal would yield a compressed main response. Since we 
ignored the effect of the second scatterer, and the periodicity of the ampli- 
tude modulation changes throughout the signal (indicating a changing scat- 
terer separation), a transform over the entire signal will not give a properly 
compressed response. However, a transform over a section when the ampli- 
tude modulation does not change much should give good compression, 
albeit with less nominal resolution than a transform of the entire signal. 

The crosshairs in Figure G.4 show a section where the amplitude 
modulation does not change much, and Figure G.5 shows the transform of 
this section. The half-power width of the response, relative to that for a per- 
fectly focused response, is 1.03 (the width in Hz of the focused response is 
inversely proportional to the transform interval in the signal). The phase of 
the response is fairly linear. Thus, we have succeeded in focusing the main 
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Time (s) 

Figure 6.3 Integrated fit to  measured slopes. 

Figure 6.4 Compensated signal. 
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Figure 6.5 Transform of the corrected data. 

response. If we wished to refine the compensation, we could notch out the 
interference, take a transform, and measure the residual motion. 

Rather than refining the motion of the stronger response, we demon- 
strate that we can focus the weaker response. The spread amplitude and 
curved phase of the weaker response in Figure G.5 indicate that it is not yet 
focused. Figure G.6 shows Figure G.5 with the main response notched out. 
Figure G.7 shows the transform of Figure G.6, along with a polynomial fit to 
its phase. Note that the signal duration is that of the interval chosen in Figure 
G.4. Figure G.8 shows the transform of Figure G.7, after the fit is subtracted 
from the phase. The phase of the response is linear at the location of the 
amplitude peak and the relative half-power width of the response is 1.11. 
This is commensurate with interference from a third scatterer located near 
17 Hz, as evidenced by the extended amplitude tail and the flat phase 
function. 

Figure G.9 shows the signal from 448 to 449 seconds. Figure G.10 
shows the automatically selected intervals of linear phase and strong ampli- 
tude. Figure G. 1 1 shows the smooth curve that is the result of integrating a 
polynomial fit to the measured phase slopes. As in Figure G.3, the slope of 
the curve is in good agreement with the measured slopes. After subtracting 
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Frequency (Hz) 

Figure G.6 Figure G.5 with main response removed. 

Figure 6.7 Transform of Figure G.6 
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Figure 6.8 Transform of compensated weaker response. 

Figure G.9 Signal from 448 to 449 seconds. 
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Figure G.10 Automatically selected intervals of linear phase. 

Time Is) 

Figure G.11 Integrated f i t  to  measured slopes. 
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Figure 6.12 Transform of compensated signal. 

the nonlinear component of the curve from the signal phase, then taking a 
transform, we obtain Figure G.12. 

The compensated response lies between the crosshairs, and it is a 
response from two interfering scatterers. The piecewise linear phase function 
indicates that the response is truly from two interfering scatterers, rather than 
the product of smearing due to an inadequate compensation. The transform 
over the window in Figure G.12 gives the signal in Figure G.13. The signal 
after 448.15 seconds gives an excellent approximation of the interference 
pattern of two scatterers with constant but different Dopplers. The strong 
peak near 448.0 seconds is generated by a combination of a changing scat- 
terer amplitude and imperfections in deweighting. 

Next, we suppress the signal within the crosshairs in Figure G.12 and 
take the transform. The result is shown in Figure G. 14, with a polynomial fit 
to the phase. Since the amplitude lacks deep minima (with an exception near 
448.9 seconds), this fit represents scatterer motion rather than interference 
effects. Using the curve for compensation, then taking the transform, gives 
Figure G.15. The response phase is linear and the relative half-power width 
is 1 .O3. This response is well compensated. 
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Figure 6.13 Transform over the window in Figure G.12. 

Figure 6.14 Transform of Figure 6.12 with the indicated window notched out. 
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Figure 6.15 Compensated weaker scatterer. 

6.4 Summary 

By measuring phase slopes at times of linear phase and strong amplitude, one 
can extract the motion of a dominant scatterer from a signal generated by 
interference among scatterers of variable relative Doppler. Having extracted 
that motion, one can focus that scatterer, suppress it, and repeat the proce- 
dure with a second scatterer. The intervals for phase-slope measurement can 
be chosen automatically. 





Appendix H: 
Setting an Amplitude Threshold for 
Analyzing Image Responses 

As discussed in the main text, target identification from SARIISAR imagery 
requires the measurement of scatterer positions and the comparison of those 
positions to a database composed of the positions of strongly backscattering 
features for each candidate. The question then arises, from which responses 
of an image should scatterers be extracted? First, we must determine which 
responses correspond to the target and which to clutter. The target responses 
must be further windowed, discarding at least those with insufficient SNR, 
plus range and crossrange sidelobes of stronger responses. We may also dis- 
card responses based on their locations relative to the rest of the target. For 
instance, as discussed in Chapter 3, for aircraft imagery we discard delayed 
duct responses, returns from rotating devices, and responses in the far half of 
the aircraft. This still leaves a set of responses of widely varying strengths for 
our consideration. 

In order to accurately measure the positions of scatterers composing a 
response, we must be able to recognize one-scatterer and two-scatterer pat- 
terns in the transforms of image cuts through the response. This implies that, 
if a response is to yield usable scatterer positions, at most three scatterers can 
contribute significantly to the response, and that most responses must con- 
tain significant contributions from just one or two scatterers. If we attempt 
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to analyze a response composed of too many scatterers, we will extract a sin- 
gle scatterer position, with large uncertainties in range and crossrange. Too 
many such measurements will degrade identification performance. 

There are two sources of this degradation. First, the comparison data- 
base for the correct aircraft may not contain a feature corresponding to such a 
poor measurement, because the database consists of wave-trapping features 
expected to backscatter strongly enough to stand out from their neighbors, 
not features composed of several closely spaced scatterers of comparable (and 
weak) strength. Given incomplete target information from which to con- 
struct a database, predicting the existence of a feature of the latter type is dif- 
ficult. If the database does not contain the feature, its measurement will 
degrade identification performance. Second, predicting the feature's location 
is far more difficult than predicting its existence. The location shifts rapidly 
with target orientation, as the phase relation between the feature's constitu- 
ents varies, necessitating a large uncertainty in the database. Thus, for the 
correct candidate, the feature will produce agreement between highly uncer- 
tain measured and predicted positions. This may yield a decrease in the rela- 
tive probability of the correct candidate, compared to another candidate that 
has a predicted feature with a small uncertainty whose position happens to 
agree with the measured feature (within its large uncertainty). Additionally, 
the inclusion in the database of the second type of feature would have 
another deleterious effect. Each candidate would have features of this type, so 
that incorrect candidates would benefit from agreement between measure- 
ments with small uncertainties and predicted features with large uncertain- 
ties, further degrading performance. 

From the above, it is clear that we should forgo extracting scatterer 
positions from responses that consist of too many scatterers (or too much 
noise). One might think that this could be accomplished by discarding any 
position measurements that have large uncertainties. However, many of the 
strong features on man-made targets are extended scatterers with shifting 
phase centers. These can generate responses that are not good approxima- 
tions to one or two interfering fixed scatterers, and which also yield position 
measurements with large uncertainties. We must retain these so that the cor- 
responding feature in the database for the correct aircraft does not go 
unmatched by a measurement. Another approach to avoiding responses 
composed of too many scatterers is to set a fixed number of responses to 
examine per target. However, this also has drawbacks. Any fixed number 
will force us either to discard usable responses for large targets, include prob- 
lematic responses for small targets, or both. Furthermore, this approach 
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obviates the fact that the variation in the number of wave-trapping features 
from target to target is useful for identification. 

In order to avoid the problematic responses, we recall that the strongest 
features on man-made targets are the wave-trapping features. In our experi- 
ence, the amplitude distribution of the responses from these features is simi- 
lar for many highly resolved man-made targets, such as fighter aircraft, 
ground vehicles, and small ships, in the following sense: if the responses are 
ordered by amplitude, a few responses (up to five or six) are much stronger 
than the rest, the next 20 or so have strengths that differ significantly from 
one another, and the strengths of the remainder form a slowly decreasing 
continuum. The problematic composite responses generally fall within the 
continuum, or near its upper boundary. Many spurious responses due to 
shifting scatterers also fall within the continuum. 

Figure H.l shows an ISAR image of an aircraft, utilizing range and 
Doppler centroid compensation, with a range resolution of about 1 ft and 
a Doppler resolution of about lm. The image is presented in peaks plot 
format, where each dot represents a local two-dimensional maximum of 
the oversampled intensity image. The area of each dot is proportional to the 
amplitude of the corresponding pixel. The fact that most range gates contain 
only a single strong response and that there are no trails of responses at fixed 
ranges is an indication that the motion compensation may be acceptable. An 
examination of fixed-range image cuts through responses verifies that this is 
the case. 

Figure H.2 shows the amplitude distribution of the responses of 
Figure H.1. The abscissa is peak number in order of descending strength. 
The ordinate is peak amplitude. Each peak is indicated by its corresponding 
numeral. For the sake of visibility, the ordinate has been truncated so that the 
two strongest peaks are not displayed. The distribution displays the behavior 
discussed above, with the continuum appearing as a nearly horizontal line of 
responses. The question now is how to recognize the beginning of the con- 
tinuum, so as to avoid the problematic responses. 
The procedure we have adopted is as follows: 

1. Perform a linear-least-squares fit to the amplitude distribution as a 
function of peak number, for those peaks with amplitudes less than 
four times the background noise (or clutter) level. 

2. Excluding the six strongest peaks, find a second line that minimizes 
the root-mean-square amplitude difference, measuring from each 
point to the closer of the two lines. 
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Crossrange (gates) 

Figure H.l ISAR image o f  an  aircraft.  

3. Find the crossover point between the lines, beyond which points 
are closer to the first line than to the second. 

Figure H.2 shows both lines. The first is close to horizontal, through 
the continuum, most visible at its left end. The second passes near the strong 
responses and is close to vertical. Figure H.3 shows a blowup of Figure H.2, 
near the crossover region. In this case, the crossover point yields 28 responses 
to be analyzed. Figure H.4 shows the 28 strongest responses retained from 
Figure H. 1. 

This procedure finds the approximate transition from dominant wave- 
trapping features to others. Certainly, problematic features will sometimes be 
included and dominant wave-trapping features will sometimes be excluded. 
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Peak numbers (sorted by amplitude) 

Figure H.2 Amplitude distribution for Figure H.1. 

However, the number of responses mistakenly retained or discarded has gen- 
erally been a small fraction of the number retained. In the example shown, 
we have retained one response more than desirable. The weakest response, 
at closest range, is probably a return from the radome tip. As discussed in 
Chapter 3, this is not reliably observable and thus is excluded from the data- 
base. However, because of its location at the front of the aircraft and its weak 
strength relative to the next response in range (the strongest response of the 
target, presumably from the aircraft radar), it will not affect identification 
performance. 

This procedure begins with a fit to peaks with amplitudes less than four 
times the background noise (or clutter, if applicable) level, which can be esti- 
mated by measuring the median peak level in a region a small distance from 
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Peak Number (sorted by amplitude) 

Figure H.3 Blowup of Figure H.2. 

the target (a more accurate procedure is given in [I]). As can be seen from 
Figure H.2, the level need not be very accurate. It is used only to set a thresh- 
old that specifies to which part of the tail of the distribution a line is fitted, 
and using a different part will not much affect the fit. O n  the other hand, if 
the threshold is above the tail, the procedure may not work well. However, in 
this case, we have an insufficient signal-to-background ratio to make accurate 
measurements on some of the wave-trapping features, so identification is 

-. - 

problematic even if we correctly specify responses for analysis. (There is an 
exception to the foregoing statement: few responses of a stationary ground 
vehicle will be affected by a strong clutter background. If this is the situation 
of interest, the procedure should be modified.) 

We have stated in the main text that good-quality images of highly 
resolved (in at least one dimension) man-made targets such as fighter aircraft 
(fuselages), ground vehicles, and small ships typically have 20 to 30 domi- 
nant responses. The procedure described in this appendix quantifies that 
statement. 
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Figure H.4 Peaks retained from Figure H.1. 
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Adaptive data collection flowchart, 203 
Adaptive processing methods, 159-61 
Aircraft 

bomber, 282 
combined photographs, 33 
commercial, 277-82 
Doppler of, 124 
Doppler tracking of, 286 
elevated tail, 185 
feature measurement and, 34 
fighter, 170, 249 
horizontal stabilizer, 270, 273 
importance scatterers, 121 
instrument panels, 196 
intake position, constraining, 83 
length, 181, 182-83 
maneuvering, 2 2 9 4 5  
motion compensation and, 155 
photograph, 195 
pitch, 433-34 
positional match for, 283-85 
roll, 433-34 
scale-modeling, 193-94 
twin-hull, 184 

with wing-mounted engines, 83 
wingspan, 182-83 
wingspan-to-tailspin ratio, 185 
yaw, 433-34 
See also Jet engine returns; Jet engines 

Aircraft feature database, 188-91 
aspect angle sectors, 188 
assembly, 192 
collection of diagrams/photographs, 192 
deriving, 19 1-93 
positional match at 20' aspect, 189 
positional match at 26' aspect, 189 
positional match at 31' aspect, 190 
positional match at 34" aspect, 190 
positional match at 41" aspect, 191 
test range data collection, 193 

Aircraft features, 82, 182-99 
air inlets/outlets, 188 
antennas, 187, 196 
aspect angle change, 188-3 1 
common, 186-91 
elevated aircraft tail, 185 
engine intake and exhausts 

position, 184 
engine intake duct opening size, 184 
exhaust, 187-88 
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Aircraft features (continued) 
fuselage and leading wing edge 

angle, 184-85 
fuselage shape, 185 
horizontal stabilizer position, 185 
large intakes, 187 
length and wingspan, 182-83 
number of engines, 183-84 
radar in nose cone, 186-87 
relative width of wings, 185 
special, 182-86 
twin-hull aircraft, 184 
wave-trapping cavities, 198 
wing position, 185 
wingspan-to-tailspan ratio, 185 
wingtip missiles, 184 

Aircraft identification, 163-290 
automated, 285-90 
challenging aspects, 163 
crossrange resolution requirement, 199 
dwell time, 200 
features for, 182-99 
with ISAR imagery, 18 1-82 
radar waveform significance, 163-68 
with range profiles, 168-81 
range resolution and, 35 
resolution requirements, 199-203 
time for, 200 
See aho Target identification 

Aircraft images, 32 
after motion compensation of first peaks 

track, 249 
after range and Doppler centroid 

compensation, 2 14 
after standard compression, 2 1 1 
at aspect angle of 65O, 218 
at aspect ratio of SO0, 218 
banked commercial aircraft, 28 1 
at broadside, 219 
commercial, 278-79 
cut along centerline of fuselage, 274 
with half imaging time, 225 
intensity, 17 
ISAR, 707,708 
nose-on, 268 
over central half of imaging 

interval, 221 

peaks plot, with jet engine returns, 166 
SAR, 176 
scatterer positions measurement . 

and, 221 
for short linear FM pulse, 167 
tail-on, 227,274 

Aircraft imaging, 203-83 
horizontal stabilizer, 270 
illustrations with delayed duct 

returns, 223-29 
illustrations without delayed duct 

returns, 209-23 
interval selection flowchart, 21 0 
large aspect angles, 245-66 
of large commercial aircraft, 277-82 
of maneuvering aircraft, 229-39 
motion compensation, 204-6 
motion compensation steps, 206 
principles, 204-9 
with problematic conditions, 203 
range profiles near broadside, 262 
requirements, 204 
resolution check, 226 
tip response, 252 
zero aspect angle, 266-73 
See aho Imaging 

Aircraft response 
fixed-crossrange image cut through, 70 
fixed-range image cut through, 68 
scatterers derived from diagonal cuts 

through, 70 
Ambiguity function, 4 

applying, 89 
complex, 9 1 
resolution performance derived from 

envelope of, 90 
as tool of waveform design, 90 
use of, 90-91 
value, 91 

Amplitude 
constant, 63, 77 
cruise ship, 561 
distortion, 66 
distribution, 707, 709 
extrema, 628 
image, 19 
interfering scatterers, 680 
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maxima, 54, 76,  109, 419, 609, 673 
minima, 47, 54, 76,  112, 599, 621, 

632,673 
minimum, sharpness, 114 
minimum, threshold, 290 
peaks, 55, 64,707 
scatterer ratio of, 47 
shape, 66 
spread, 697 
threshold, 705-1 1 
transform, 57, 156,208, 288 
variations, 157, 372, 375, 679 

Amplitude function, 234 
dive boar, 548 
FFT of, 424 
modulation pattern, 422 
moving flatbed truck, 386 
phase function combined with, 152 
ship, 468,494 
See also Phase function 

Amplitude modulation, 73,  156, 350,419, 
422,593 

interval, 594 
periodic, 424 
phase modulation correlated with, 588 
strong, 595 
See also Modulation 

Amplitude/phase pattern, 619 
Antennas, 187, 196 

location, 196 
moving recreational vehicle, 402 
SAR, 267 

Aspect angles 
1 80°, 273-76 
at center of imaging interval, 259 
change, 188-91 
crossrange resolution and, 201 
defined, 437 
delayed duct returns and, 268 
effect on howitzer 

identification, 306-1 1 
flatbed truck, 328-30 
imaging and, 247 
large, 29, 245-66 
maximum, 247 
motion compensation and, 247 
moving off-highway truck, 357 

moving recreational vehicle, 389 
moving tank, 38 1 
off-highway truck, 323-26 
range resolution and, 260,469 
sectors, 188 
tank, 314-19 
zero, 266-73 

Association procedure, 682-83 
with fixed-crossrange cuts, 682 
for simulated and real data, 683 
three scatterer positions and, 683 

Attitude maneuver 
analysis, 590-61 0 
sounding rocket ~erforming, 692 
SWD plot, 591 

Automated aircraft identification, 285-90 
compensation/selection of imaging 

interval, 288-89 
data collection, 285-88 
image analysis, 289-90 
See also Aircraft identification 

Automated moving ground vehicle 
identification, 428-3 1 

final image analysis, 431 
final image generation, 428-29 
measurement of range only, 430-31 
measurement of two-dimensional 

positions, 429-30 
survey image formation, 428 

Backscattering, 3 1 
behavior of man-made 

targets, xx, 6-10,28 
complicated, models, 82 
dispersive, 82 
off-highway trucks, 321 
strength, 63 

Bandwidth 
300-MHz, 171,247,255 
600-MHz, 173 
1200-MHz, 174, 175, 178 
instantaneous, 168 

Bayes classifier, 83 
Bayesian probabilities, 83, 284, 285 
Beam depression angle, 438-40 

0°, 438,441,444,447 
20°, 439,442,445 
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Beam depression angle (continued) 
90°, 440,443,446 
value of, 453 

Bendinglflexing region, 647 
Bomber aircraft identification, 282 
Bow scatterer, 455 

coast p a r d  cutter, 531, 556 
dive boat, 565 
relative Doppler, 473 
tracking, 465,473, 477 
See also Ships 

Carrier frequency, 37 
choice of, 40 
X-band, 64 

Circular polarizations, 8 1 
Classification, ship, 579 
Clutter cancellation 

moving RV, 390-91,406 
for stationary platforms, 292 

Coast guard cutter, 498, 504, 523-43 
automated motion 

compensation, 555-56 
bow scatterer, 53 1, 556 
broadside, 537 
combined rangelDoppler 

tracks, 531-32, 538 
crossrange interval, 524 
imaging interval, 534,541 
imaging interval duration 

determination, 541-42 
imaging time, 535, 543 
large aspect angle, 530 
length measurement, 556-57 
multiple scatterers, 527 
one-second image, 557 
peaks tracks, 524, 529, 530, 537-38, 

539,540 
peaks tracks at large aspect angle, 530 
photograph, 523 
roll Doppler, 526, 533, 571 
rolllpitch Doppler, 528 
in rough seas, 523-43 
sea-level-view, 528 
short-term image, 556 
stern scatterer, 531 
topview image, 527, 535-36 

uneven motion of, 535 
yaw Doppler, 526, 533, 541, 571 
yaw measurement, 532 
See dlso Ships 

Commercial aircraft 
banked, image of, 28 1 
Doppler-spread engine 

returns, 279, 280 
identification of, 282 
images, 278-79 
imaging of, 277-82 
large aspect angles, 279 
at small aspect angle, 280 
weaker responses, 277 
See alzo Aircraft 

Compensated scatterers, 139 
image cut and transform for, 24 1 
image cut in range gate of, 372 

Complex-image analysis, 1-4 
adaptation to SWD processing, 583 
defined, 12 
as expert system approach, 671 
improvement of analysis results, 625 
measurement methods. 10-28 
resolution performance, 98 
smooth flight resolution 

performance, 6 18 
superresolution in, 49 
zero fill and, 12 

Complex range profiles, 170 
Constant Doppler, 10, 92 
Constant-false-alarm-rate (CFAR) 

algorithm, 4 
Correlation tracking 203 
CRISP: Complex Radar Image and Signal 

Processing-Sojiware and User i 
Manual, mi 

Crossrange 
estimates, refined, 68 1 
extent measurement, 79 
gates, 255, 258 
measurements, 117, 680 
position determination, 431 
scale, 219, 566 
separation of superstructure, 475 
sidelobes, 4 
smearing, 482 



Index 719 

spread, 249,490 
width, 41 1 

Crossrange resolution, 2, 6, 36 
achievable, 153-54 
additional, 107 
for aircraft identification, 199 
aspect angle and, 201 
asymmetry of, 104-22 
avoiding, 107 
cells, 79 
cell width, 1 10 
checking limit on, 117-21 
correct, 107 
degradation, 439 
high, 79-80, 226 
imaging interval and, 9, 226 
implementation, 106 
inadequate, consequences, 107 
motion compensation and, 118 
motion measurement and, 10 
moving ground vehicles and, 339 
moving recreational vehicle, 399 
moving targets and, 121, 122, 124, 153 
peaks plot image for, 113, 115, 116 
range interference and, 115 
range resolution equality, 104 
range resolution vs., 106 
real situation of, 110-1 1 
requirements, 1 10-1 1 
subordinate role, 121 
for targets at broadside aspects, 121 
too high, attempted, 117-18 
wingtips and, 207 
See also Resolution 

Cross section, 80 
Cruise ship, 505- 10 

amplitude function, 561 
length measurement, 558-59 
one-second topview, 558, 559 
peaks tracks, 505 
phase function, 561 
photograph, 505 
roll Doppler, 509 
stern, 558 
superstructure, 569 
yaw Doppler, 507, 509, 560 
See also Ships 

Data intervals 
analysis length, 602 
phase slopes and, 607 
validity, 6 10 

Decks, 475 
height scatterers above, 570-75 
scatterer positions on, 569-70 
shape of, 569-70, 575 
See also Ships 

Deformable template matching 
algorithm, 84-86 

Deformed templates 
likelihood function, 85 
overall ~robability, 86 
unlikely, 85 

Degradation 
crossrange resolution, 439 
resolution, 99 
sources, 706 

Delayed duct returns, 175-77, 181 
aircraft imaging with, 223-29 
aircraft imaging without, 209-23 
aspect angle and, 268 
imaging ~roblem, 225 
recognition, 233 
resolving, 267 
scatterer positions, 228 

Destructive interference, 644 
Diagonal cuts, 61-62 

diagonals derived from, 70 
results of, 61, 62 

Differential Doppler, 43,45 
modulation period governed by, 46 
range delay relation, 165 
scatterer changes due to, 46 

Dimensions, number of, 34 
Dispersive backscattering, 82 
Dive boat, 517-23 

amplitude function, 548 
anchor, 555 
best accuracy, 554 
compensated bow scatterer, 565 
crossrange scale factor, 566 
at end of turn, 5 17-23 
image cuts, 549, 550, 551, 552, 553 
image with scatterer near stern 

compensated, 552 
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Dive boat (continued) 
imaging interval, 547 
intensity image, 52 1 
length measurements, 546-55 
measurement between toplbottom 

scatterers, 5 18, 520 
peaks tracks, 5 18, 5 19 
phase variations, 549 
photograph, 5 18 
range gate size, 554 
range tracks, 52 1 
relative Dopplers comparison, 521 
roll Doppler, 563, 564 
roll Doppler uncertainty, 565 
roll measurement, 520 
topview, 547, 564 
two-second image with bow response 

compensated, 550 
width, 555 
yaw Doppler, 563, 564 
yaw measurement, 5 18 
yaw motion, 564 
See also Ships 

Dominant scatterers, 592, 594, 595, 616 
Doppler history of, 693 
tracking, 620 

Doppler 
absolute, 468 
of aircraft, 124 
ambiguity, 142 
bands, 164 
changes, 416, 510,610 
constant, 43, 92 
curves, 462 
differences between scatterers, 424 
differential, 43,45, 514, 602, 608-9 
filtering, 595, 619 
gates, 205 
history, 515, 587, 590, 598, 693 
instantaneous, 592 
jump, 512 
measurements, 95,464, 590 
pitch, 463 
pseudoperiodic, 484 
residual, 371 
roll, 441,442,456,46546,469 
separation, 98, 625 

separation of dominant/secondaty 
scatterers, 608 

shifts, 514, 574 
sinusoidal, 582 
spread, 165, 168,485 
uncertainty, 484 
variable relative scatterer, 607 
variations, 154,468, 582, 61 8 
width, 484 
yaw, 439,452,454,456,463,469 
zero, 477 

Doppler compensation, 140-46, 233 
acceptability of, 282 
centroid, 357 
correction by, 129 
defined, 126 
inflexibility, 257 
moving off-highway truck, 370, 371 
range profile alignment after, 142, 143 
refueling truck after, 4 18 
of wing scatterer, 265 
See also Motion compensation 

Doppler resolution, 5,43 
achievable, 94 
at broadside, 262 
coherent processing need, 100 
insufficient, 624 
nominal, 607 
obtaining, 2, 620 
performance, 98 
pseudo, 180 
SWD processing vs., 61 1 

Doppler sidelobes, 101, 125, 153 
suppression, 90, 101 
two-level, 248 

Doppler tracking, 126,205-6, 668 
centroid, 140, 141, 203,205,206, 

217,393 
of entire aircraft, 152, 154, 286 
of entire target, 205 
image after, 141 
integration gain, 140 
measurement ambiguity, 142 
method, 140 
moving RV, 407 
performance of, 126 
of range-compensated scatterer, 232 
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range tracking combination, 132, 
14346 ,469 ,  531 

of scatterer, 142, 143, 154 
ship, 482 
ship turn, 512 
of wing scatterer, 264 
See also Phase tracking; Range tracking; 

Tracking 
Dot products, 667 

extracting, 667 
inconsistent, 669 

Eigendecomposition, 8 1 
Electromagnetic (EM) theory, 7 
Enhanced SWD processing, 585-90 

defined, 585 
interval selection, 586 
See also Sliding-window Doppler 

(SWD) processing 

Fast Fourier transform (FFT), 4, 12 
of amplitude function, 424 
of interval, 595 

Features 
aircraft, 82, 182-99 
generic, 82, 304-6, 33 1-35 
ground vehicle, 82 
howitzer, 304-6 
position measurement, 105-7 
recognizable target, 83-84 
tank, 318-19 
wave-trapping, 707, 710 

Fighter aircraft, 170 
large aspect angles and, 249 
nose-on image, 268 
peaks tracks, 256 
tail-on, 273, 274 
See also aircraft 

Fixed-crossrange cuts, 58,415 
additional, 676 
association sequence using, 682 
data point range variance, 674 
displaced, 688, 689 
for refinement, 687,688 
through aircraft response, 70,686 
through simulated response, 679 
two-dimensional image intensity 

peak, 673-74,678 

See also Image cuts 
Fixed-point scatterers, 10,635 

illustrated, 18 
phase function curvature, 22 
See a150 Scatterers 

Fixed-range cut, 23,24,63,72,255, 415 
additional, 681 
moving tank, 382 
through aircraft response, 68, 685 
through fuselage responses, 208 
through ground vehicle response, 78 
through response from two 

scatterers, 673 
through simulated response, 678 
through two-dimensional response 

peak, 677,684 
transform amplitude, 288 
See also Image cuts 

Flatbed trucks, 326-30 
corner, 331-32 
at different aspect angle, 328-30 
enclosure brace, 335 
image of, 328 
moving, 384-89 
positional match, 327, 329, 332 
sidewall brace, 332 
viewed at 38 degrees, 326-28 
See a h  Stationary ground vehicles; 

Trucks 
Fourier transform, 68,95,216, 583 

fast (FFT), 4 ,  12,424, 595 
inverse, 95 
of range gate, 647 

Frequency stepping, 166-67,237 
Fuselage 

direction, 221 
image cut along centerline of, 274 
image cuts along, 25 
over crossrange gates, 255, 258 
resolution cells, 207 
shape, 105 
two-dimensional amplitude peak, 290 
See also Aircraft; Aircraft features 

Gaussian weighting, 5 1, 642 
Generic features, 82 
Ground vehicle features, 82 
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Ground vehicle features (continued) 
brace of flatbed sidewall, 332 
bumper corner, 333-34 
cornerlcavity, 334 
enclosure brace, 335 
flatbed corner, 331-32 
headlights, 332-33, 334 
howitzer, 304-6 
inside fender, 335 
measurable, 336 
metallic box, 334 
outside mirror, 335 
radar features vs., 297-98 
rear wheels, 335 
recognizable, 298-99 
tank, 318-19 
trihedral corner, 299, 300, 333 
turn indicator, 334 
unrecognizable, 300 
vertical exhaust pipe, 333 
wheels, 299 

Ground vehicle identification, 291-432 
applications, 292-96 
automated, 428-31 
basics, 296-300 
conditions variability, 291-96 
general conditions for, 292 
of moving vehicles, 297, 3 3 6 4 3 2  
radar platform and ground vehicle 

stationary, 292 
radar platform moving, ground vehicles 

moving, 294-96 
radar platform moving, ground vehicle 

stationary, 293 
radar platform stationary, ground 

vehicles moving, 292-93 
of stationary vehicles, 296-97, 300-306 
See also Target identification 

Ground vehicle images 
flatbed truck, 328 
howitzer, 302 
moving flatbed truck, 385 
moving recreational 

vehicle, 401,402, 403 
off-highway truck, 321 
tank, head-on, 379 
tank, moving in circle, 38 1 

Ground vehicles 
feature measurement, 34 
flatbed truck, 326-30 
flexing, 584 
in forest area, 293 
howitzer, 30 1-14 
motion behavior, 295 
motion compensation and, 155 
motions, 291 
off-highway truck, 320-26 
pitch, 433 
range rate, 294 
refueling truck, 4 17 
resolution and, 39 
roll, 433 
stationary, 104 
tanks, 83, 298, 314-20 
trucks, 320-30,417-27 
turning, 39 1 
vibrating, 584 
yaw, 433 
See also Moving ground vehicles; 

Stationary ground vehicles 

Hamming weighting, 19, 683 
Headlights, 318, 332-33,334 
High-frequency motions, 239 
Horizontal stabilizer 

image cut and transform, 270 
specular flashes, 273 
See also Aircraft 

Howitzer, 301-14 
aspect angle effect, 306-1 1 
broadside image, 3 12 
at different aspect angle, 307 
distinctive features, 304-5 
image, 302 
multiple delayed returns, 305 
peaks plot, 301 
persistence of scatterers, 31 1-14 
positional match, 306, 313-16 
special feature, 304 
target outline measurement, 3 0 1 4  
See also Ground vehicles; Stationary 

ground vehicles 

Ideal point scatterers, 23 
resolution performance on, 41 
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responses, 108 
TSA implementation for, 52-62 
See abo Scatterers 

Identification procedure, 82-86 
deformable template match, 84-86 
features, 82 
See also Target identification 

Image analysis 
automated aircraft 

identification, 289-90 
automated moving ground vehicle 

identification, 43 1 
moving ground 

vehicles, 341-47,409-17 
See also Complex-image analysis 

Image cuts 
120°, 74  
after phase compensation, 120 
along fuselage, 25 
circular Gaussian weighting and, 5 1 
compensated scatterer, 241 
in crossrange gate of 

response, 23, 113, 1 16, 1 17 
dive boat, 549, 550, 551, 552, 553 
fixed-crossrange, 58,70,73,415,676 
fixed-range, 55, 58,  63, 68, 72, 78, 

255,382,415,677 
horizontal stabilizer, 270 
of intermittent scatterer, 140 
moving flatbed truck, 388 
moving off-highway trucks, 350,351, 

353,364,374,375 
moving recreational vehicle, 394, 398 
one-dimensional, 50, 65-67 
in range gate of compensated 

scatterer, 240 
in range gate of peak, 20, 21 
rotating, 22 
ship, 483,495,497 
ship turn, 513 

Image generation flowchart, 3 
Image-time selection, 447-52 

coast guard cutter, 536 
principles, 453 
purpose, 448 
zero Doppler and, 477 
See also Ship imaging 

Imaging 
aircraft, 203-83 
basis assumption, 7 
maneuvering aircraft, 229-39 
ship, 434-47 
two-dimensional, 1 4  
See also Imaging moving targets 

Imaging intervals, 9,  146,255 
aspect angle at center, 259 
coast p a r d  cutter, 534, 541 
common, 414,416,429 
crossrange resolution and, 226 
dive boat, 547 
expanding, 208 
halved, 270 
image over central half of, 221 
long, 146-47 
moving flatbed truck, 387 
moving recreational 

vehicle, 389-90, 400 
phase slope and, 589 
precision, 213 
reducing 282, 431, 501 
ship, 448,494 
two-second, 268 
yaw Doppler and, 503 

Imaging interval 
selection, 1 4 6 5 4 ,  209, 213, 244 

automated aircraft 
identification, 288-89 

core operations, 4 10 
enhanced SWD processing, 586 
flowchart, 210, 41 1 
flowchart with branching criteria, 41 2 
moving !ground vehicles, 343-44 
moving off-highway truck, 356 
refueling truck, 42 1 

Imaging moving targets, 122-59 
motion compensation, 125-56 
motion determination, 156-58 
principles, 122-25 
summary, 158-59 
See also Moving targets 

Imaging times 
coast guard cutter, 535, 543 
finding, 578 
selection of, 577-78 
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Imaging times (continued) 
shift of, 475 
See also Ships 

Inaccuracies 
phase slope, 596 
reducing 689 

Instrument panels, 196 
Intensity images, 271-73 

complex images vs., 4-6 
dive boat, 52 1 
peaks plot, 18 
performance and, 34 
resolution and, 6 
response examination, 27 
responses, 89 
response types, 40 
sample, 17 
tanks, 3 1 8 

Intensity range profiles, 131, 136, 170 
peaks illustration, 136 
rapid change in shape of, 172 
as target signature, 180 
tracking of peaks, 131-32 
See also Range profiles 

Interactive analysis, 52 
Interactive two-dimensional TSA, 671-89 
Interference 

amplitudelphase pattern, 139 
destructive, 97, 644 
introduction of, 90 
pattern for two response, 109 
poor, conditions, 96 
range, 1 15 
rare, conditions, 682 
two-scatterer pattern, 53, 71 

Interfering scatterers, 59, 65 
amplitude, 680 
constructively, 630 
fixed point, 633 
phase curvature, 677 
phasor diagram, 629 
point, 630 
tracking, 69 1-703 
See also Scatterers 

Inverse synthetic aperture radar (ISAR), 83 
aircraft identification via, 18 1-82 
aircraft image, 707, 708 

moving targets and, 294 
Irregular motion, 4 16 

Jet engine modulation OEM), 267 
Jet engine returns, 168 

behavior, 164 
Doppler-shifted, 279, 280 
peaks plot image of aircraft, 166 
rotating blades, 267, 268 
spreading, 166 
See also Aircraft 

Jet engines 
fighter aircraft, 170 
intake and exhaust position, 184 
intake duct opening size, 184 
location of, 18 1 
number of, 183-84 
See also Aircraft 

Large aspect angles, 29 
aircraft imaging at, 245-66 
coast guard cutter, 530 
commercial aircraft, 279 
fighter aircraft identification and, 249 
limitations, 247 
motion compensation at, 247 
scatterer persistence over, 31 1 
ships, 443 
See also Aspect angles 

Likelihood function, 85 
Linear FM 

generation by slow frequency 
stepping, 237 

rangelDoppler coupling of, 168 
waveforms, 165 

Linear-least-squares fit, 707 
Linear phase, 697, 700 
Linear polarizations, 81 
Line-of-sight (LOS), 437 

Maneuvering aircraft, 2 2 9 4 5  
combined with vibrations, 239-45 
defined, 229 
Doppler track of range-compensated 

scatterer, 232 
imaging, 229-39 
imaging interval selection, 244 
peaks tracks, 231,232 
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range profiles, 229, 230 
range profiles after compensation, 231 
range profiles at beginning of turn, 230 
survey image, 240 
See also Aircraft; Aircraft imaging 

Man-made targets 
intensity image responses, 40 
wave-trapping features. 39 

Measurements 
crossrange, 117, 680 
cross section, 80 
dispersive backscattering, 82 
Doppler, 95, 464, 590 
feature extent, 77-80 
for feature positions, 105-7 
length, 105-6 
methods, 10-28 
phase, 124, 147, 149 
phase slope, 78, 587 
polarization diversity, 80-8 1 
range, 108,430-31 
roll, 455,474-545 
roll Doppler, 457 
of scatterer positions, 77, 106, 173, 221 
ship lengthlwidth, 546-69 
ship motion, 467 
special, of potential use, 77-82 
target outline, 301-4 
uncertainty, 676 
width, 105-6 
yaw, 455,474-545 

Military ships, 570 
Missiles, 582 
Modulation 

amplitude, 73, 156,350,419,422,424 
index, 99 
jet engine (JEM), 267 
measurability of, 99-100 
period, 157 
phase, 214, 588 

Motion 
complicated, potential problems, 470 
determination, 15658 
erratic nature of, 35 
ground vehicle, 291, 295 
high-frequency, 239 
irregular, 4 16 

phase center, 103 
pitch, 433-34,444 
relative phasing of, 668 
residual, 373-74 
roll, 377-78,433-34474-545 
ship, 452-67 
two-dimensional, 659-63 
uncompensated, 649,65 1 
yaw, 246,263,417,433-34,438, 

474-545 
Motion compensation, 36, 125-56 

aircraft, 155, 204-5 
crossrange resolution and, 118 
Doppler compensation, 140-46, 257 
failure, 257 
with fifth-order polynomial, 612 
goal, 158 
ground vehicles and, 155 
ground vehicles on poor roads, 295 
image cut for checking, 1 19 
individual, in each gate, 376 
intake response, 253 
large aspect angles and, 247 
moving ground vehicles and, 337-38 
moving off-highway truck, 354, 362 
moving recreational vehicle, 398 
one-second image with, 233 
phase tracking, 146-54 
poor, 1 18 
practical aspects of, 154-56 
precise motion for, 159-60 
purpose, 204 
quality, checking, 1 18 
range compensation, 126-40 
range rate change and, 155 
refueling truck, 4 17-27 
requirements, 125, 155-56, 205 
ships, 155,470-71, 578-79 
steps, 127-28, 159, 206 
of strongest scatterer, 603 
success, 257 
tip scatterer, 252, 253 
TSA and, 222 
See also Imaging moving targets 

Moving flatbed trucks, 384-89 
amplitudelphase functions, 386 
crossrange uncertainty, 388 
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Moving flatbed trucks (continued) 
image cut, 388 
imaging interval, 387 
on bumpy straight road, 384-89 
positional match, 388-89 
survey image, 385 
See also Flatbed trucks; Moving ground 

vehicles 
Moving ground vehicles 

automated identification of, 428-3 1 
complications, 336 
conditions for, 295 
core operations of image interval 

selection, 343 
crossrange accuracy, 340 
crossrange resolution and, 339 
in erratic manner, 384 
flatbed truck, 384-89 
flowchart for image interval 

selection, 344 
flowchart with branching criteria, 345 
identification of, 297, 336-432 
identification peculiarities, 337-38 
image formation process, 337 
lengthlwidth, 338 
motion compensation, 337-38, 417-27 
motion consequences, 338-40 
moving platform, 294-96 
off-highway truck, 347-77 
processing procedures, 340-47 
range gates and, 340 
recreational vehicle, 389-409 
rigid-body rotation, 347 
in SAR scene, 428 
scatterer positions, 338 
sizes, 347 
special features, 338 
as special situation, 337 
stationary platform, 292-93 
survey image analysis, 341-47,409-17 
survey image formation, 341 
tank, 377-84 
transform area into raw data, 341 
treatment, 337 
turning, 391 
two-dimensional positional match, 339 

See also Ground vehicles; Moving 
targets 

Moving off-highway trucks, 347-77 
aspect angle, 357 
in circle, survey image, 348 
compensated image, 374 
crossrange accuracy, 356 
crossrange width, 350 
Doppler centroid compensation, 357 
Doppler compensation of one 

scatterer, 370, 371 
feature template, 364 
final image, 355 
image cut in range gate of compensated 

scatterer, 372 
image cuts, 350, 351, 353, 364, 

374,375 
imaging interval selection, 356 
individual motion compensations in 

each range gate, 376 
match between scatterer 

positions, 367, 368 
motion compensation, 354, 362 
noiselclutter background level, 360 
on bumpy straight road, 368-77 
on smooth road, survey image, 359 
on smooth straight road, 3 5 7 4 8  
peaks tracks, 370 
phase function comparison, 360 
phase slope measurements, 364 
positional match, 356, 365, 377 
positional match, on poor road, 378 
range gates, 349-50 
range profile peak selected for 

tracking, 370 
range profiles, 369 
reduced-duration imaged, 353 
residual motion, 373-74 
rigid-body rotation, 360 
rigid movement with simultaneous 

translation, 361 
rotational jerks, 361 
scatterer positions, 367 
in slow circle on flat terrain, 347-57 
stationary off-highway 

truck vs., 366-68 
two-dimensional positional match, 355 
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See also Moving gound  vehicles; 
Moving targets; Off-highway 
trucks 

Moving 
moving ground vehicles, 294-96 
stationary ground vehicles, 293 

Moving recreational vehicle, 389-409 

amplitude function after 
compensation, 397 

antennas, 402 
aspect angle, 389 
broadside aspect, 406-9 
clutter cancellation, 390-91, 406 
corner reflectors, 402 
crossrange resolution, 399 
Doppler centroid tracking, 393 
first vehicle image, 400 
image after rangelDoppler centroid 

tracks, 407 
image cut, 394, 398 
imaging interval, 389-90,400 
motion characteristics of scatterers, 400 
motion compensation, 398 
not close to broadside, 389406  
peak analysis, 402 
peaks plot after motion 

compensation, 393 
phase compensation, 40 1 
positional match between 

measuredlpredicted scatterers, 409 
positional match for first image, 403 
positional match for second image, 405 
positional match for third image, 405 
radar wavelength, 389 
range centroid, 393 
scatterer motion, 394 
second vehicle image, 401 
smeared response transform, 396 
spurious sideband responses, 403 
survey plot, 390 
survey plot without cancellation, 392 
third vehicle image, 402 
turning, 399 
two-scatter model curves, 407 
See also Ground vehicles; Moving 

ground vehicles - 
Moving tanks, 377-84 

in circle, 30' aspect angle, 38 1 
in circle on terrain, 377-84 
fixed-range image cuts, 382 
head-on aspect, 377-80 
match between stationary tank 

template and, 383 
posirional match with uncertainty 

ellipses, 383 
rolling motion, 377-78 
scatterer positions, 384 
smearing, 38 1 
turning, viewed at larger aspect 

angle, 381-84 
See also Moving gound  vehicles; Tanks 

Moving targets 
crossrange resolution 

and, 121, 122, 124, 153 
flexing of, 125 
identification, 123 
imaging, 122-59 
ISAR images and, 294 
smoothly, 125 
See also Moving !ground vehicles 

Nyquist criterion, 12 

Observation window, 92, 93, 94, 95 
Off-highway trucks, 320-26 

backscattering, 321 
at different aspect angle, 323-26 
end of, 324 
front view, 323 
image of, 321 
length/width measurement, 321 
moving, 347-77 
moving vs. stationary, 366-68 
outline, 32 1 
positional match, 327, 358 
rear view, 320-23 
spurious responses, 324 
vehicle corner, 323 
See also Ground vehicles; Trucks 

One-dimensional image cuts, 50,65-67 
One-dimensional resolution, 1 1 ,  9 1-96 

defined, 98 
process, 11 
See also Resolution 
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One-dimensional TSA, 12, 38, 53-59, 
627-39 

amplitude, 628 
defined, 53,76,627 
for ideal point scatterers, 76 
maximum phase, 628 
phase slope measurements, 630 
phasor diagram, 628, 629 
to superresolve scatterers, 63 5 
See also Two-scatterer algorithm (TSA) 

Peaks plot, 16 
for crossrange resolution, 115, 116 
illustrated, 18 
moving RV, 393 
refueling truck, 427 

Peaks tracks, 130-3 1 
after Doppler processing, 25 1 
after linear rangelDoppler 

compensation, 248 
coast guard cutter, 524, 529, 530, 

537-38,539, 540 
cruise ship, 505 
defined, 130 
dive boat, 5 18, 5 19 
for fighter aircraft, 256 
first, image after motion 

compensation of, 249 
fitting quadratic polynomial and, 264 
illustrated, 13 1 
intermittent, polynomial fit for, 139 
maneuvering aircraft, 23 1 ,  232 
moving off-highway truck, 370 
with polynomial fit, 133 
procedure, 132 
quality, 135, 237 
range, 20' depression angle, 459 
ship, 453,478, 479,498 
ship turn, 511, 515 
smoothed, ship, 480 
for two interfering scatterers, 134 
wrong, 135 

Phase 
differential, 92 
distortions, 156 
fluctuations, 158, 694 
linear, 697, 700 

maximum, 92 
measurement, 124, 147, 149 
quadratic, 7 1 
relation between scatterers, 94 
variations, 139, 147, 243,484, 549 

Phase center, 7-8 
motion, 103 
radar, 196 
shift, 32, 64, 79 
stable, 63 
wander effects, 37 

Phase compensation, 62 1 
moving recreational vehicle, 401 
refueling truck, 426 

Phase curvature, 23, 59, 599, 697 
rapid change, 79 
small, 73  

Phase function, 63,234, 259 
amplitude function combined with, 152 
approximation, 64 
behavior of, 103 
cruise ship, 56 1 
curvature, 77, 61 1, 613 
fit smooth function to, 621 
moving flatbed truck, 386 
piecewise linear, 602 
polynomial fit, 592, 61 1 
in range gates, 361 
refueling truck, 421, 422 
ship, 468,494 
transform window placement and, 260 
variations, 271 
See also Ambiguity function 

Phase jumps, 46, 56, 67, 595 
defined, 92 
deviation, 636-38 
extrapolating time of, 59 
fitting through, 622 
measuring, 678 
one, in transform, 59 
rapid, 61 1 
recognition of, 423 
removal of, 596,602 
size of, 54, 56, 59, 678 
transform, 59 
values, 56 

Phase modulation, 214, 588 
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correlated with amplitude 
modulation, 588 

objectionable, 588 
slow, 596 
See also Modulation 

Phase-slope algorithm, 614 
Phase-slope breaks, 208, 289, 360, 420 
Phase slope compensation 

method, 589 
signal after, 61 5 

Phase-slope measurement, 78,  364, 587, 
624,63 1 

choosing intervals for, 692-95 
data analysis, 695-703 
integrated fit, 696,700 
using, 703 

Phase slopes, 23 
abrupt changes in, 157,214 
at amplitude maximum, 54 
changes, 614 
difference, 79,  3 16, 36 1, 607 
inaccuracies, 596 
instantaneous, 77-78 
intervals and, 589,607 
relation between Dopplers of 

scatterers and, 634 
switching between different values, 419 
tracking, 147-48,208,423, 595 
tracking interfering scatterers 

with, 691-703 
Phase tracking, 146-54, 205,468,668 

applications, 157 
avoiding, 158 
of single scatterer, 147 
slope, 147-48, 208 
See also Doppler tracking; Range 

tracking; Tracking 
Phase unwrapping, 19 
Phasor diagram, 42 

of two interfering scatterers, 629 
of two scatterers at different 

Dopplers, 92 
Pitch 

aircraft, 433-34 
axis, 574 
ground vehicle, 433 
motion, 444 

motion period, 662 
zero, 435 
See also Roll; Ships; Yaw 

Pitch Doppler 
roll Doppler combination, 528 
yaw Doppler combination, 463 

Pitch images, 444-47 
at 0' depression angle, 444 
at 20" depression angle, 445 
at 90" depression angle, 446 
illustrated, 464 
See also Ship images 

Point targets 
half-power width response, 41 
receiver output phase and, 5 
theory, 6 

Polarization diversity, 80-8 1 
best use of, 8 1 
of real targets, 8 1 

Polarizations, 8 1 
Polynomial fit 

compensating with, 232 
for intermittent peaks track, 139 
least-squares, 667 
phase function, 592,611 
range compensation based on, 5 1 1 

Positional match 
assisting, 33 1-35 
for correctlincorrect aircraft, 283-85 
flatbed truck, 327, 329,332 
howitzer, 306, 313-14 
moving flatbed truck, 388-89 
moving off-highway 

truck, 355, 356,377 
moving recreational vehicle, 403-5 
moving tank, 383 
off-highway truck, 327,365 
procedure results, 284 
two-dimensional, 339, 355 
when no feature is fixed, 284,285 

Primitives, 8 1 
Pseudoperiodic yaw motion, 154-55 

Radar 
aircraft diagrams and, 196 
nose cone, 186-87 
phase center, 196 
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Radar (continued) 
scatterer, 196 

Radar imaging. See Imaging 
Radome tip, 195 
Range 

cells, 245-46 
centroid, 203,205, 217, 393 
delay, 165 
detection, 127 
difference, 463 
drift, 129-30, 470, 485, 589 
extents, 80,4  16 
interference in, 1 15 
interval, 134 
measurements, 108,430-31, 676 
peaks tracks, 459 
positions, refining, 681 
rate, 294 
rate change, 155 
rate mismeasurement, 663 
scale, 449 
separation, 499 
sidelobe suppression, 168 
two-dimensional motion, 660 

Range compensation, 126-40 
acceptability of, 282 
based on polynomial fit, 5 11 
range profiles after, 133 
refueling truck after, 4 18 
of wing scatterer, 265 

Range gates, 240 
Fourier transform, 647 
image cut, of compensated 

scatterer, 372 
image cut and transform in, 243 
image cut in, of tip response, 250 
individual motion compensations 

for, 376 
moving ground vehicles and, 340 
moving off-highway truck, 349-50 
negative, 273 
phase functions in, 361 
refueling truck, 422-23 
superstructure scatterer, 457 

Range profiles 
for 300-MHz bandwidth, 171 
for 600-MHz bandwidth, 173 

for 1200-MHz 
bandwidth, 174, 175, 178 

after Doppler compensation, 142, 143 
after drift removal, 129 
after range compensation, 133 
at aircraft turn beginning, 230 
comparing, 172 
comparison with dashed pointer 

scatterer response, 136 
complex, 170 
database and, 169-70 
with delayed duct returns, 175-77 
detail, 169 
for entire aircraft including duct 

returns, 178 
identification via, 168-8 1 
illustrated, 137 
intensity, 131, 136, 170 
maneuvering aircraft, 229, 230 
moving off-highway truck, 369 
near broadside, 262 
peaks, 130, 132, 136, 170 
peaks, tracking, 545 
requirements, for identification, 169-70 
response analysis, 131 
sequence 06 128 
ship, 435-36 
ship, sequence, 479 
with skin returns and delayed duct 

returns, 177-79 
utility conclusions, 179-8 1 
without duct returns, 170-75 

Range resolution, 2 
for aircraft identification, 35, 199 
aspect angle size and, 260, 469 
asymmetry of, 104-22 
cell, 165 
coarse, 246 
crossrange resolution equality, 104 
crossrange resolution vs., 106 
degrading 205 
high, 104 
implementation, 106 
importance, 9 
of individual duct returns, 177 
ineffective, 9-1 0 
as primary resolution, 106, 122 
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role of, 29 
utilizing, 107-10 
See also Resolution 

Range tracking, 467, 668 
dive boat, 521 
Doppler tracking combination, 132, 

14346 ,469 ,  531 
enhanced, 138 
entire aircraft, 152 
facilitating, 13 1 

image after, 14 1 
improving, 135, 143 
mean error, 669 
moving RV, 407 
scatterer location extraction, 665-70 
scatterers, 132 
ship turn, 512 
tip scatterer, 25 1 
See also Doppler tracking; Phase 

tracking; Tracking 
Recreational vehicle (KV). See Moving 

recreational vehicle 
Refinement procedure, 68 1-83 

combination, 683 
fixed-crossrange cut for, 687, 688 
three scatterer positions and, 683 

Refueling trucks, 417-27 
image after range centroid and Doppler 

centroid compensation, 41 8 
image cut, 4 19 
image duration, 422 
imaging interval reduction, 423 
imaging interval selection, 421 
motion compensation, 4 17-27 
peaks plot, 418,427 
phase compensation, 426 
phase functions, 421, 422 
range gates, 422-23 
spline fit for shortened time 

interval, 425 
See ah0 Ground vehicles 

Registration, 43 1 
Residual motion, 373-74 

pseudoperiodic, 670 
size of, 647 
uncompensated, 647-57 

Resolution 
in azimuth, 104 
choice of, 40 
constraints, 202 
crossrange, 2, 6 ,  9 ,  36, 79-80, 104-22 
defined, 29 
degradation, 99 
delay, 95 
in elevation, 104 
gound  vehicles and, 39 
in identification performance, 36-39 
intensity images and, 6 
one-dimensional, 11, 91 
principles, 4 1-52 
range, 2, 9-10, 29, 35, 104-22 
shifting scatterers and, 102-3 
three-dimensional, 36 
two-dimensional, 35, 50,98-99 
two point scatters, 94-95 
of weak scatterers, 99-1 00 

Resolution ~ells,  37, 109 
crossrange, 79,  110 
fuselage, 207 
optimum size of, 39 
range, 165 

Resolution performance, 95 
close-target, 90 
complex-image analysis, 98 
derived from envelope of ambiguity 

function, 90 
Doppler, 98 
improvement, 123 
inherent, realizing, 96 

Resolution requirements, 29, 121 
aircraft identification, 199-203 
target identification, 105 

Response groups, 6 19-25 
Rigid-body 

rotations, 347, 360 
yaw, 398-99 

Rockets, 582 
attitude-stabilized, 584 
performing attitude maneuver, 59 1,692 
reorientation of, 61 1 
transform return, 619-20 

Roll, 474-545 
aircraft, 433-34 
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Roll (continued) 
axis, 574 
coast guard cutter, 504 
dominant, 662,663 
ground vehicle, 433 
motion period, 662 
range difference and, 463 
relative strength of, 476 
significant, 477-504 
very little, 504-1 0 
zero, 435 
See also Pitch; Roll; Ships 

Roll Doppler, 441, 442,465 
for 0" depression angle, 456, 458 
for 20" depression angle, 460 
for 20" depression angle, improved 

version, 466 
coast guard cutter, 526, 533 
cruise ship, 509 
curves, 493,497-98,500,504 
dive boat, 563, 564 
illustrated, 487, 488 
image quality and, 5 16 
inaccurate, 544 
maximum, 469 
measurability, testing, 508 
measurement, 457, 477-98, 576 
measurement error, 502 
for new time interval, 500 
pitch Doppler combination, 528 
residual, 492 
ship turn, 5 15, 5 17 
strength comparison, 501 
uncertainty, 565 
zero, 465-66, 502, 517, 533, 571, 577 
zero, image at, 461 
zero crossings, 577 
zero yaw Doppler and, 578 
See also Yaw Doppler 

Roll images, 4 4 1 4 4  
at 0" depression angle, 44 I ,  
at 20" depression angle, 442 
at 90" depression angle, 443 
approximate, 663 
finding good times for, 498 
illustrated, 472, 5 10 
sideview, 443 

See also Ship images 
Roll measurement, 455,474-545 

accurate, 482-84, 490 
dive boat, 520 
Doppler, 477-98 
error, 502 
function, 576 
illustrated, 487 
interpretation of, 498-504 
~rinciples, 474-77 
reference scatterer compensation, 486 
requirements, 499 
scatterer positions, 489 
ship turn, 514 

Satellites, 582 
Scale-modeling aircraft, 193-94 
Scatterer locations 

extracting, 665-70 
variation with tracking 669 

Scacterer positions 
center, 76 
for delayed duct return, 228 
derived for worse interference, 71 
howitzer, match between, 313-14 
matched to database, 377 
measurement accuracy of, 10 1 
measurements of, 77, 106, 173,22 1 
for motion measurement, 489 
moving off-highway truck, 367 
moving tank, 384 
on ship deck, 569-70 
two-dimensional, 429-30 
well-observable, 377 

Scatterers 
aircraft, 12 1 
amplitude, 47 
bow, 455,465,473 
compensation, 139, 241, 372 
composite signal returned by, 1 1  

dominant, 592,594,595,616,620 
Doppler difference between, 94 
Doppler separation of, 94, 98 
Doppler track of, 142, 143, 154 
Doppler variations of, 582 
extracted, 85 
fixed-point, 10, 18, 22, 635 
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height of, above deck, 570-75 
high-frequency motions of, 239 
ideal point, 23,41 
individual, motion characteristics 

of, 400 
interfering, 59, 65, 629, 677 
intermittent, 140 
number of, 12 1 
persistence of, 31 1-14, 3 19-20 
phase relation between, 94 
phase tracking of, 146-54 
point midway between, 644 
primary, 653 
radar, 196 
range tracking, 132 
secondary, 593, 594, 595, 613,653 
shifting, 102-3 
simulated, 649,65 1 
stern, 452,455,465,473 
strong, 99-100 
strong, position error, 636, 637, 638 
superstructure, 452, 457 
three-dimensional distribution of, 575 
tip, 252, 253 
tracking, 130, 138 
two point, 41-51 
weak, 99-100 
weak, position error, 637,638 
wing, 264,265 

Scatterer separations, 647-57 
absolute, 648 
determining, 650 
signs, determining, 648 

Sea-level view images, 449,454,457,462 
formation, 544, 577 
timing refinement, 475 
See also Ship images 

Shadowing, 229,379 
absence of, 273 
turret, 339 

Ship identification, 433-579 
basics, 433-73 
imaging timelduration 

selection, 577-78 
military, 570 
motion analysis, 576-77 
motion compensation, 578-79 

peculiarities of, 433-34 
processing steps, 433, 576-79 
See also Target identification 

Ship images 
analysis, 546-75 
high-quality, 493 
hybrid, 472 
pitch, 4 4 4 4 7 ,  464 
roll, 44144,472,  510 
sea-level-view, 449, 454, 457, 462, 

475,544 
short-term, for scatterer selection, 454 
topview (coast guard 

cutter), 527, 535-36 
topview (dive boat), 547 
topview (ship turn), 516 
topview, 456,475,492, 544, 578 
two-dimensional, 437 
undistorted, 450 
yaw, 437-40,465 
yaw/pitch/roll, 446-47 
for zero yaw, roll, pitch Dopplers, 435 

Ship imaging, 434-47 
interval, 448 
range profiles, 435-36 
time selection, 447-52 
See also Imaging 

Ships 
ail-craft vs., 434 
amplitude function, 468,494 
bow scatterer, 455,465,473 
centerline, 575 
classification, 579 
coast guard cutter, 498, 504, 523-43 
cruise, 505-10 
deck, 475 
dive boat, 5 17-23 
Doppler track, 482 
erratic motion, 493, 504 
ground vehicles vs., 434 
heeled, 437 
image cuts, 483,495, 498 
imaging duration, 577-78 
imaging intervals, 494 
imaging times, 577-78 
intensity range profile, 436 
large aspect angles, 443 
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Ships (continued) 
length, 546-69 
military, 570 
motion, 452-67 
motion analysis, 57677  
motion analysis flowchart, 476 
motion analysis for real data, 467-72 
motion compensation, 155, 471-72, 

578-79 
motion measurement accuracy, 467 
motion measurement purpose, 470 
motion states, 545 
outline, 544 
peaks tracks, 453,478,479, 498 
phase function, 468,494 
pitch, 434 
range profiles sequence, 479 
range scale, 449 
roll, 434 
scatterer positions on deck, 569-70 
scatterer selection, 543 
simulated, 437 
slowly moving, 493 
small, in rough seas, 5 2 3 4 3  
stern scatterer, 452,455,465, 473 
tracking performance, 469 
turn maneuver, 510-17 
very little roll motion, 504-10 
width, 448, 545-69 
yaw, 434 

Sidelobes 
crossrange, 4 
Doppler, 101, 125, 595-96 
high, generation of, 100 
low-level response, 19 

Sidelobe suppression 
Doppler, 90, 101 
range, 168 
weighting for, 19, 100-102 

Signal sections, 61 9-25 
after compensation, 623 
with similar characteristics, 622 

Signal-to-noise ratio (SNR), 694 
Skewness, 69 
Sliding-window Doppler (SWD) 

processing, 585 
adaptive window lengths and, 6 10 

complex-image analysis adaptation 
to, 583 

defined, 58 1 
detriment, 583 
enhanced, 585-90 
overview, 581-83 
plot of attitude maneuver, 591 
in practice, 583 
wide use of, 582 

Smoothed peaks tracks, 480 
Smoothed signal, 15 
Smooth flight, 61 1-19 

analysis, 61 1-19 
differential Dopplers, 61 1 
dominant scatterer compensation, 61 1 
objective, 61 1 
resolution performance, 61 8 

Smoothing, 16 
Spurious responses, 8-9, 36, 243 

defined, 64 
generated by cavity-type features, 106 
minimizing, 156 
moving target, 9 
objectionable strength, 246 
off-highway trucks, 324 

Stationary ground vehicles 
flatbed truck, 326-30 
Howitzer, 301-14 
identification of, 29647,300-336 
off-highway truck, 320-26 
positional match, 331-35 
SAR surveillance, 104, 337 
simplist, 300-301 
tank, 314-20 
See also Ground vehicles 

Stationary platform 
clutter advantage, 292 
moving ground vehicles, 292-93 
stationary ground vehicles, 292 

Stern scatterer, 455 
coast guard cutter, 53 1 

Doppler, 452,473 
tracking, 465, 473,477 
See also Ships 

Strong scatterer position error 
phase-jump deviation (three scatterers) 

vs., 638 
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phase-jump deviation (two scatterers) 
vs., 636, 637 

Superresolution, 46, 54, 96-97, 104 
accuracy problems, 49 
in complex-image analysis, 49 
phase difference and, 47 
problem, 96 
small degree of, 5 1 
utilizing, 102 

Superstructures 
crossrange separation of, 475 
cruise ship, 569 
definition of, 578 
shape of, 570-75 

Superstructure scatterer, 452, 457 
measured Doppler of, 5 15 
range gate, 457 
responses, 462, 502 

Synthetic aperture radar (SAR) 
aircraft image, 176 
antenna, 267 
baseline, 180 
moving ground vehicle in scene, 428 
processor, 338 
surveillance of stationary gound  

vehicles, 104 
surveillance system, 291 

Tanks, 314-20 
30" aspect angle, 3 14-16, 381 
aspect angles, 3 17-1 9 
drive wheel, 298 
features, 3 18- 19 
gun, 314 
headlights, 3 1 8 
head-on aspect, 377-80 
head-on image, 379 
image, in circle, 381 
image over short interval, 380 
intensity image, 3 18 
measured phase slope difference, 316 
moving, 377-84 
peaks plot image, 3 14, 3 15 
persistence of scatterers, 3 19-20 
turning, viewed at larger aspect 

angle, 38 1-84 
turret cylinder, 83, 3 18 

wheels, 319 
See also Ground vehicles 

Target detection, 127 
Target identification 

aircraft, 163-290 
background, 1-29 
derivation of practical approach 

to, 30-36 
!ground vehicle, 29 1 4 3 2  
inputs to, 28-29 
in large aspect angles, 29 
moving target, 123 
performance, wavelength and resolution 

in, 36-39 
principles, 30-40 
~rocedure, 82-86 
quasi-optical, 30 
reliable, 34, 35, 36,40 
resolution requirements, 105 
ship, 433-579 
stationary target, 123 
target detection vs., 127 
under operational conditions, 37 

Target imaging. See Imaging 
Target motion. See Motion 
Taylor expansion, 661, 662 
Taylor series, 644 
Timing error, 661 
Tip scatterer, 252-53 
Tracking 

automated, 132 
bow scatterer, 465,473,477 
correlation, 203 
Doppler, 126, 140,203,205, 668 
interfering scatterers, 691-703 
performance improvement, 469 
phase, 146-54, 205,468, 668 
phase slope, 14748 ,423 ,  595 
range, 131, 135, 138,467,668 
range/Doppler, 143-46 
reliable, 469 
scatterers, 138 
single scatterer, 130 
single-scatterer procedure, 2 17 
stern scatterer, 465, 473, 477 
uncertainty, 485 



736 Theory and Practice of Radar Target Identification 

Transforms 
after phase compensation, 601 
after strongest response suppressed, 607 
after suppressing indicated window, 605 
amplitude, 57, 156, 208 
compensated scatterer, 241 
filtered cut in compensated image, 2 16 
filtered image cut, 21 5 
horizontal stabilizer, 270 
instantaneous phase slope of, 77 
noncoherent, 424 

Transform windows, 24 
boundaries, 66, 228 
choosing, 65, 6 19 
distortion, 66 
limits, 641-45 
phase function and, 260 

Trucks, 320-30 
flatbed (moving), 384-89 
flatbed (stationary), 326-30 
off-highway (moving), 347-77 
off-highway (stationary), 320-26 
refueling, 4 17-27 
See also Ground vehicles 

Truncation, 5 1 
Turrets 

cylinder, 83, 3 18 
shadowing, 339 

Twin-hull aircraft, 184 
Two-dimensional motion, 659-63 

range, 660 
time, 660 
timing error, 66 1 

Two-dimensional resolution, 35, 98-99 
implementation of, 50 
separation normalization, 98 
See also Resolution 

Two-dimensional TSA, 52, 60-62, 
290,671-89 

based on pattern interpretation, 76 
complexity, 76 
for ideal point scatterers, 76 
interactive, 671-89 
one-dimensional measurements 

association, 60, 62 
of real target, 62 

response analysis with, 69 
See also Two-scatterer algorithm (TSA) 

Two point scatterers, 41-5 1 
amplitudelphase pattern, 45 
destructive interference, 43, 48 
Doppler difference between, 44 
in one dimension, 41-49 
resolution, 94-95 
response, 42 
transform, 42 
in two dimensions, 49-5 1 

Two-scatterer algorithm (TSA), 11, 40-77 
accuracy, 309 
amplitudelphase pattern with, 597 
analysis example of real data, 67-76 
application to real data, 62-76 
applied to scatterers with shifting phase 

centers, 28 
defined, 40 
fixed-crossrange image cut analysis, 74 
fixed-range image cut analysis, 7 2  
implementation for ideal point 

targets, 52-62 
for interactive analysis, 52 
lefr side response analysis, 75 
model amplitude, 73  
motion compensation and, 222 
one-dimensional, 12, 38,53-59, 

627-39 
results, 28 
right side response analysis, 75 
two-dimensional, 52, 60-62, 290, 

671-89 
Two-scatterer pattern, 69 

fixed-range cut through aircraft 
response, 686 

interference, 53, 71 
recognizing, 705 

Uncertainties 
large, 706 
measurement, 676 
reducing, 689 
registration, 431 
roll Doppler, 565 
tracking, 485 
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Uncompensated motion, 649,651 

Waveforms 
design, 90-9 1 
frequency-stepped, 166 
linear FM, 165 
significance of, 163-68 

Wavelengths, 30, 3 6 3 9  
Wave-trapping features, 707, 710 
Weak scatterer, 99-100 

position error, 637, 638 
signal-to-background ratio, 99 

Weighting 
circular Gaussian, 5 1 
Gaussian, 642 
Hamming, 19,683 
for sidelobe suppression, 19, 100-102 

Wheels, 299 
rear, 335 
tank, 319 
See also Ground vehicles 

Windowed response, 22,26 
Windowing, 682 
Windows 

boundaries, 67 
observation, 92, 93, 94, 95 
position, best, 68 
transform, 24,65-66,228,619, 

641-45 
Wing scatterer 

Doppler track of, 264 
image after range and Doppler 

compensation, 265 

Yaw, 474-545 
aircraft, 433-34 
coast guard cutter, 504 
dominant, 662 
ground vehicle, 433 
motion, 246, 263,417,438 
motion period, 662 
pseudoperiodic, 434 
pure, 473 
range difference and, 463 

relative strength of, 476 
rigid-body, 398-99 
translational, 573, 574 
variation, 246 
zero, 435 
See also Pitch; Roll; Ships 

Yaw Doppler, 439, 452, 454 
for O0 depression angle, 456 
for 20' depression angle, 460 
coast guard cutter, 526, 533, 541 
cruise ship, 507, 509, 560 
curves, 493,497-98, 500, 504 
dive boat, 563, 564 
illustrated, 488 
imaging interval and, 503 
maximum, 469 
measurement, 477-98, 576 
measurement error, 502 
for new time interval, 500 
pitch Doppler combination, 463 
sea-level-view images and, 577-78 
ship turn, 514, 517 
small, 492 
strength comparison, 501 
zero, 490, 520, 533, 567, 577, 578 
zero, image, 459 
zero crossings, 577 
See also Roll Doppler 

Yaw images, 437-40 
at 0" depression angle, 438 
at 20" depression angle, 439 
at 90" depression angle, 440 
illustrated, 465 
See also Ship images 

Yaw measurement, 455,474-545 
accurate, 482-84,490 
calculation, 485 
coast guard cutter, 532 
dive boat, 5 18 
Doppler, 477-98 
error, 502 
function, 576 
illustrated, 487 
interpretation of, 498-504 
principles for real data, 474-77 
requirements, 498-99 
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scatterer positions, 489 

ship turn, 513 

significant roll and, 477 

Yaw/pitch/roll images, 446-47 

at 0 depression angle, 447 

imaging time, 447 
interpretation, 446 
See also Ship images 

Zero aspect angle, 266-73 
Zero-fill procedure, 16 
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